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A B S T R A C T

In tegra ted  C om m unication and  C ontrol System  (ICCS) netw orks require ac

com m odation of heterogeneous traffic of real-tim e and  non-real-tim e d a ta . T he 

token bus protocol is one of the  m ost widely accepted M edium  Access C ontrol 

(MAC) protocols for ICCS netw orks because of its perform ance characteristics 

such as bounded d a ta  latency and  high th ro u g h p u t. In add ition , token bus p ro to 

cols have a  p rio rity  m echanism  th a t  is capable of handling  heterogeneous traffic.

In th is thesis, an  analy tical m odel which evaluates th e  perform ance of the  

prio rity  schem e in token bus protocols has been developed. T he analy tical m odel 

is based on th e  concepts of the  conditional token circulation  tim e and conditional 

effective service tim e, and  it provides a  d irect rela tionsh ip  betw een th e  netw ork 

param eters (e.g., num ber of s ta tions in th e  netw ork , message length , m essage 

in terarrival tim e and  prio rity  tim er se tting) and the  netw ork perform ance m easures 

(e.g., s ta tis tica l characteristics of m essage d a ta  latency for all p rio rity  classes). T he 

analy tical m odel has been validated  by sim ulation experim ents under different 

conditions of netw ork traffic.

Perform ance of the prio rity  schem e in token bus protocols can be pred icted  by 

using the  analy tical m odel. T he use of th e  analy tical m odel has been illu stra ted  

for in itial design and optim ization  of ICCS netw orks. O n the basis of th is research, 

a  system atic  m ethodology for ICCS design can be developed.
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C h a p ter  1

1

IN T R O D U C T IO N

1 .1 . In tro d u c tio n  to  In teg ra ted  C o m m u n ica tio n  an d  C on tro l S y stem s

A revolutionary development in sensor technology and the associated enhance

m ent of inform ation transm ission capabilities confront the designer of complex 

engineering system s w ith an overwhelming am ount of inform ation about the envi

ronm ent and the  process to be controlled. For exam ple, in an au tom ated  factory, a 

variety of sensors delivers inform ation about position and spatial relations among 

robo ts, m achine tools and objects in the  workspace. D ata are generated not only 

by these sensors b u t also by Com puter-A ided Design (CAD) models of various ob

jects. Designing the  architecture of an inform ation processing system  th a t will fuse 

the  inform ation from  all these sources to  ob tain  a  consistent view of the  workspace 

is an  im portan t problem . Sim ilar problem s exist in other complex system s, such as 

a ircraft and spacecraft control, m ilitary  com m unications, and office autom ation.

One om nipresent class of architectures th a t has received much atten tion  from 

several disciplines is th a t of networks. C om puters used to  control such large-scale 

system s are themselves connected to  form  com puter com m unication networks. The 

sensor d a ta  and the process inform ation generated from a variety of d istributed  

system s are exchanged through  the  network. Networks form the backbone of 

In tegrated  C om m unication and Control System s (ICCS) in complex dynam ical 

processes.
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There are m any reasons why ICCS using com puter networks have experienced 

such significant advances during the  past few years. One of the m ost im portan t 

factors is the  dram atic  and continuing decrease in com puter hardw are costs, ac

com panied by an increase in com puter hardw are capacity. Today’s m icroprocessors 

have speeds, instruction sets, and m em ory capacities com parable to  m edium  scale 

m inicom puters. This trend  has brought a num ber of changes in the  way informa

tion  is collected, processed, and used in organizations. The large-scale system s 

are decomposed into several d istribu ted  single-function systems and intelligent 

w orkstations to  make them  more accessible and user-friendly. T he reduction in 

hardw are cost correspondingly decreases hardw are life cycles, which aggravates 

software conversion problem s. These conversion costs can be reduced by decom

posing large-scale system s into sm aller, separate  com ponents.

All these factors lead to  an increased num ber of interconnected subsystem s a t 

a  single site. Exam ples are au tom ated  factory, advanced aircraft and  spacecraft, 

and the  operation center of a  large organization. T he m ajor m otivation for creating 

an interconnected system  is:

1. Exchange of d a ta  between individual system s.

2. Provision of backup facilities in real-tim e applications.

3. Sharing expensive and scarce resources.

A m ajor challenge in large scale m anufacturing autom ation is to  integrate 

the  “factors of productions” such as various design and production processes, the 

m aterial inventory, sales m arketing, purchasing, adm inistration and  engineering 

processes into a single, closed-loop, control system . Com puter In tegrated  M anu
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facturing (CIM) organizes a num ber of com puting machines from th e  mainfram e 

and m inicom puters in the office environm ent to  m icrocom puter w orkstations at 

the  cell control level, and m icroprocessors and program m able logic controllers a t 

the  factory floor level [1]. A high degree of flexibility and m odularity  in m anu

facturing  au tom ation  can be achieved by partition ing  the shop level facilities into 

several virtual cells.

Essential to  th is d istributed  to ta l m anufacturing system is th e  com m unication 

netw ork over which the  necessary inform ation will flow. As proposed by Ray [l], 

a  network architecture  for in tegration of design and m anufacturing system  via a 

single high-speed m edium  is illustra ted  in Figure 1.1. The m ainfram e com puters 

a t th e  design and  adm inistration  office are responsible for M anufacturing M anage

m ent such as M anufacturing R equirem ents P lanning  (M RP), Tool M anagem ent 

(TM ), C A D /C A M  functions, and  interface w ith  the  cell control w orkstations. 

Each w orkstation a t the  cell control level is connected to its own D a ta  Control 

Po in t (DCP). Inform ation of different cells are directly exchanged w ith  each other 

th rough  a comm on network m edium  to  share the  common resources.

1 .2 . IC C S N e tw o r k  an d  D e s ig n  P rob lem s

Ju s t as it is in any field, th e  development of com puter netw ork systems is 

sub ject to a num ber of constrain ts. The basic features are sim plicity, flexibility 

and  reliability. Since the  environm ents in question are generally characterized by 

a  large num ber of devices th a t require interconnections, they call for networks 

w ith  simple topologies and low-cost interfaces th a t  provide considerable flexibility
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Figure 1.1: A Network Architecture for Integration of Design and M anufacturing  System.
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for accom m odating  the  variab ility  in the  environm ent and ensure th e  desired re

liability. Multiple-access p ro tocols w ith  the b roadcast com m unication capabilities 

e lim inate  com plex topological design problem s, which cannot be solved by using 

conventional point-to-point store-and-forward  netw ork protocols.

Since the  traffic in the  com pu ter com m unication is usually bursty , it is m ore 

efficient to  provide an available com m unication bandw id th  as a  single high-speed 

channel w hich is shared  by th e  contending users, ra th e r  th an  furn ish ing  dedicated 

low-speed channels to  indiv idual users [2]. T his solution conveys w ith  it the  a t

ten d a n t benefits of th e  law of large num bers, w hich sta tes th a t, w ith  a very high 

probability , th e  aggregate dem and  placed on th e  channel is equal to  th e  sum  of 

the  average individual dem ands.

1 ,2 .1 . T a x o n o m y  o f  N e tw o r k  A c ce ss  P r o to c o ls

M ultiple-access protocols w ith  b roadcast com m unication can be broadly  di

vided in to  two categories [3]: (1) random  access protocols (i.e., CSMA and CSMA 

/ CD) and  (2) cyclic service pro tocols (i.e., token bus and  token ring)

In random access protocols, the  users tran sm it a t any tim e they  desire; when 

conflicts occur, th e  conflicting users reschedule transm ission  of th e ir packets. At 

light traffic, th is technique is effective. However, as th e  traffic load increases, the  

risk of a  packet collision increases. A t heavy load, random  access protocols show 

poor channel u tiliza tion  and have the po ten tial for very large delays and  com plete 

d isrup tion  of the  m essage transm ission  process. Since m any real-tim e contro l loops 

exist in IC C S, th e  netw ork-induced delays should be kept w ithin  a priori  specified
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lim its. Therefore, random  access protocols are not considered suitable for ICCS

[4].

In cyclic service protocols, the  users are served in a  cyclic order by a travelling 

server (i.e., token, em pty slot, polling signal, etc.). Cyclic service protocols exhibit 

a bounded delay and high th roughpu t characteristics even in the high traffic load, 

thus suitable for ICCS.

Ray et al. [4,5] analyzed the  perform ance characteristics (delay, th roughput, 

netw ork flexibility and reliability, etc.) of several m ultiple-access protocols such 

as SAE linear token bus [6], SAE token ring [7], and M IL-STD-1553B [8] in view 

of the  ICCS network design requirem ents using the combined discrete-event and 

continuous-tim e sim ulation technique. This study indicates th a t SAE linear token 

bus and SAE token ring show b e tte r perform ance over M IL-STD-I553B in view 

of low d a ta  latency and high th roughpu t.

Although the  token ring protocol exhibits perform ance characteristics sim ilar 

to  th a t of the  token bus protocol, it has a lim itation on the  system  reliability. If 

an interface fails in a ring network, the  whole network system  may stop operating. 

A nother lim itation is th a t expanding the ring is complex; expansion requires h a rd 

ware m odifications. For these reasons, token bus is selected as the  m ost suitable 

netw ork protocol for ICCS. The M anufacturing A utom ation Protocol (MAP) [9] 

which has been widely accepted as a  stan d ard  for au tom ated  factory com m unica

tion  netw ork by the  in ternational com m unity is based on the IEEE 802.4 Token 

Passing Bus Protocol [10].
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7

1 .2 .2 . D esign  P ro b lem s in IC C S  N etw ork s

The advantages of multiple-access protocol over point-to-point connections 

include reduced wiring and power requirem ents, flexibility of operations, evolu

tionary  design process, and ease of m aintenance, and  diagnostics and monitoring. 

However, since several users share the  common channel, if the netw ork traffic is 

no t carefully controlled, undesirable effects such as congestion and  monopoliza

tion  arise. The congestion and m onopolization increase d a ta  latency, and decrease 

th roughpu t. Even worse, they could make the network operations unstable.

In the token bus protocol, a com puter network m ay be thought of as a pro

ductive resource whose capacity m ust be shared dynam ically by a comm unity of 

com peting users (or, more generally, processes). A com puter netw ork system  usu

ally supports a  large num ber of heterogeneous applications such as real-tim e data, 

real-tim e voice, file transfer, s ta tion  m anagem ent da ta , etc. To enhance utilization 

of th e  network, and to provide tim ely com m unications between th e  processes, the 

channel bandw idth should be allocated according to  various service requirements 

of different applications. Priority  scheme which is discussed in th e  next section 

offers solutions to  this problem.

1 .3 . P r io r ity  S ch em e in IC C S  N etw ork s

In ICCS networks, allowable d a ta  latency a t each user is lim ited to  its max

im um  value. Some users (e.g., real-tim e da ta  and voice transm ission) m ust have 

sm aller allowable d a ta  latency th an  others (e.g., file transfer), and, thus, they are 

m ore tim e constrained. These users should receive preferential trea tm en t a t the
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expense of o thers w hich can to le ra te  larger d a ta  latency. A P rio rity  schem e is 

essential to  decrease the  d a ta  latency for tim e-critical users.

As an exam ple, consider a CIM  which consists of several different workcells 

th a t  have the ir own control loops. Some control loops m ay have faster dynam ics 

th a n  o thers, and a re  thus m ore sensitive to  d a ta  latency. Also, th e  system  and 

netw ork m anagem ent d a ta  should be tran sm itte d  w ith in  a bounded tim e interval 

in o rder to  opera te  th e  to ta lly  d is trib u ted  system s in a  stab le  s ta te . To achieve a 

sm aller d a ta  latency, these real-tim e d a ta  should have m ore frequent o ppo rtun ity  

of transm ission  th a n  others.

In a m ultiple-access protocol, the  goal of p rio rity  scheme can be achieved 

by providing a b e tte r  oppo rtun ity  of m essage transm ission  to the tim e-critical 

users. A stra igh tfo rw ard  approach for im plem enting m essage p riorities in m ultip le- 

access protocols is ob tained  by a sim ple reservation access mechanism  [ l l] . In  th is 

app roach , each s ta tio n  schedules a  m essage for transm ission  in the scheduling 

period  corresponding to  the m essage priority . However, w hen the  num ber of users 

is large or the  scheduling overhead becom es nonnegligible, the scheduling penalty  

m ay becom e prohib itively  high. In  add ition , th is schem e tends to increase the  

p robab ility  of erro rs due to channel corruption .

An approach  w hich a ttem p ts  to  reduce th is scheduling overhead is th e  tim ing  

mechanism  w hich is in troduced in token bus protocols. In  th is approach , except 

for the  h ighest p rio rity  queue, each prioritized  queue has a tim er called Token 

R o ta tio n  T im er ( T R T ) .  The h ighest p rio rity  queue can tran sm it its m essage 

w henever th e  token arrives. W hen th e  token arrives a t the  lower prio rity  queues,



www.manaraa.com

they  check their tim er values. If the  tim er is no t expired, the  waiting message can 

be transm itted . If the tim er is expired, the queue defers transm ission and  passes 

the  token to the  next queue. The tim er is reset and restarted  whenever the  queue 

cap tu res the token. Several priority  levels can be achieved by choosing different 

tim er values for different priority  queues. The tim er value of the higher priority  

queue is larger th an  th a t of the lower priority  queue; thus the  higher priority  queue 

has a lower probability  of tim er expiration and , therefore, a  higher probability  of 

m essage transm ission.

1 .4 . R esearch  O b jectives

In ICCS, a num ber of different kinds of service requirem ents are im posed on 

the  capacity-lim ited com m unication network. Therefore, appropriate  control of 

m edium  access is dem anded for each application, i.e., the  access of users into the 

netw ork m ust be effectively lim ited according to  their functional characteristics. 

This is the m otivation for th is research. This goal can be achieved by a  priority 

schem e , and the rigorous analysis for the perform ance of th is scheme is required.

W hile the need for providing prioritized service is evident, the am ount of rig

orous analytic studies in th is field has been surprisingly sm all. For random  access 

protocols (C SM A /C D ), priority  functions were proposed, and their perform ances 

have been evaluated [12,13]. However, very little  work has so far been reported  for 

analysis of priority  schemes in token bus protocols. This is mainly because of the 

m athem atical complexity th a t arises from deriving the service time d istribu tion  at 

each priority  level. Jayasum ana and Fisher [14,15] developed an analytical model
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which can find approxim ate th roughpu t characteristics of each priority  class for 

the IE EE  802.4 Token Passing Bus Protocol. B u t they did no t consider the delay 

characteristics, which is often m ore im portan t in the  design of ICCS networks.

A nalytical studies for obtaining the  delay of cyclic service system s w ithout 

priority scheme have been studied  by several investigators [16-19]. These analyses 

are based on th e  assum ptions of exhaustive service system  and gated service system  

[16]. In the exhaustive service system , a sta tion  receiving the token transm its 

all messages waiting in the queue until it becomes empty. In the gated service 

system , a  token receiving sta tion  transm its all messages th a t are currently in the 

queue when the  token arrives. Exhaustive and gated service polling system s have 

the  tendency to  monopolize the  server by one sta tion , especially a t high loads. 

Therefore, these assum ptions are no t suitable for application to ICCS networks, 

which deal w ith real-tim e system s where the allowable d a ta  latency of a message 

a t each sta tion  is lim ited to  its m axim um  value. From  the  practical poin t of 

view, an ICCS network m ay be viewed to consist of several control loops. Each 

control loop consists of sensor com puter(s) and controller com puter(s). T he d a ta  

generated from sensor and controller com puters need to  be transm itted  on a tim ely 

basis.

The exact analysis of nonexhaustive services discipline in a cyclic service sys

tem  is not available due to  its com plexity even w ithou t a priority  scheme (for 

exam ple, the two-queue system  in [20]). Ibe and Cheng [21], and Boxma and 

M eister [22] obtained the approxim ate analysis of asym m etric token passing sys

tem  (i.e., the message length and message generation interval a t each sta tion  are
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different from each other) w ith an assum ption of th e  single service system  in which 

a sta tion  is allowed to transm it only one message whenever it receives the token. 

An im portan t study  of asym m etric single service system  is due to  Kuehn [23] 

where the  m ean w aiting tim e was approxim ately obtained  based on the  concept 

of conditional cycle tim es. Recently, Boxma and  Groenendijk [24,25] obtained 

an expression for a weighted sum  of the  m ean w aiting tim e at various stations for 

nonexhaustive service system s. T he exact analytical expressions for th e  individual 

m ean waiting tim e at each station  have not yet been found.

Several sim ulation studies have been reported  for the  perform ance evaluation 

of the  priority  scheme in token bus protocols (especially IEEE 802.4 Token Passing 

Bus Protocol) [26-29], b u t no rigorous analytical s tudy  has been proposed so far. 

A lthough the sim ulation technique can be used to  analyze the p rio rity  scheme, the 

perform ance analysis using a sim ulation model m ay be extremely tim e consum

ing, and does not provide an exhaustive means for arriving a t a  conclusion. One 

sim ulation run  generates the  network perform ance of only one opera tional condi

tion, and there are so m any different operational conditions. Due to  th e  stochastic 

property  of the network system , several independent sim ulation ru n s  are needed 

w ith different seed num bers of the random  num ber generator for each se t of input 

param eters. This procedure often proves to be cum bersom e. For th is  reason, sim 

u lation  techniques are generally not adequate for optim izing netw ork param eters 

when a large num ber of alternative system  design options are available.

The objective of th is research is to  form ulate an  analytical m odel for evaluat

ing the  perform ance characteristics of the  priority  schem e in token bus protocols.
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T he analysis builds upon th e  concept of the K u eh n ’s m odel [23], and  provides a 

d irect rela tionsh ip  betw een th e  netw ork param eters (i.e., num ber of s ta tions in 

th e  netw ork, m essage arrival ra te , m essage length , p rio rity  tim er, etc.) and the  

netw ork perform ance m easures (i.e., average queueing delay, average d a ta  latency, 

average queue length , etc.)

One of th e  m ajor requ irem ents of ICCS netw ork design is th a t  the  d a ta  la

tency a t each s ta tio n  m ust be bounded . The m axim um  allowable d a ta  latency a t 

each s ta tion  is determ ined  by th e  s ta tio n ’s functional characteristics. T he analy ti

cal model developed in th is thesis can be used as a design tool for ICCS netw orks. 

As the first step in ICCS netw ork design, design criteria  which optim ize the To

ken R otation  T im er (T R T ) param eters  for a given traffic condition  have been 

in troduced.

1 .5 . O rg a n iz a tio n  o f  th e  T h e s is

The thesis is com posed of seven chapters and  two appendices. D escription 

of token bus protocol and  its features are given in C hap ter 2. Developm ent of 

the  analy tical m odel is given in C hap ter 3. A P e tri net m odel for th e  token bus 

protocol is developed in C h ap te r 4. T he sim ulation  p rogram  is developed on the  

basis of the  P etri ne t m odel. T he  analytical m odel is validated  by com parison 

w ith  sim ulation  experim ents in C h ap te r 5. C h ap te r 6 discusses an  approach for 

designing ICCS netw orks using th e  analytical m odel. C hap ter 7 p resen ts the sum 

m ary, conclusions and recom m endations for fu tu re  work. Based on th e  K uehn’s 

model, the expected value of w aiting tim e under th e  priority  schem e is derived in
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A ppendix A. An approach for optim ization of T R T  param eters for ICCS networks 

is described in A ppendix B.
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D E S C R IP T IO N  O F T O K E N  B U S  N E T W O R K  P R O T O C O L

The token bus netw ork is considered to  be suitable for Integrated Com m uni

cation and  Control System s (ICCS) netw orks due to bounded data  latency, high 

th roughpu t, high reliability and flexibility [4,5]. In Section 2.1, the characteristics 

of token bus protocol and its basic features are discussed. Section 2.2 describes 

the  priority  scheme in th e  token bus protocol.

2 .1 . T oken B u s P r o to c o l

The token bus protocol consists of a set of stations connected by a broadcast 

transm ission medium. A message transm ission a t each sta tion  is heard by all other 

stations. T he token bus protocol establishes and m aintains a logical ring of stations 

independent of their physical locations as shown in Figure 2.1. Each sta tion  in 

the logical ring m aintains the  addresses of its predecessor (i.e., the sta tion  which 

logically precedes this s ta tion ) and its successor (i.e., the  sta tion  which logically 

succeeds it).

The token is passed in a round robin fashion from the lowest logical address 

to the  highest logical address and back to  the  lowest. Access of a station  to  the 

m edium  is controlled by th e  token, which is explicitly passed from the  sta tion  

holding the token to  its successor. A s ta tio n  receiving the  token gains the right 

to use th e  m edium . If the  s ta tion  receiving the  token has any waiting m essage(s), 

it transm its its message(s) for a predeterm ined m axim um  am ount of tim e, deter-
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Figure 2.1: Schematic Diagram of Token Bus Protocol; —  Physical Bus, —  Logical Ring.
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m ined by th e  Token Holding T im er (T U T ) .  W hen th is tim er has expired or the 

sta tion  has sent all of its m essages, the  token is forwarded to its successor. If 

the  T H T  expires during message transm ission, the  sta tion  finishes the  ongoing 

transm ission of a  message and th en  passes the  token to  its successor. If th e  s ta 

tion receiving the  token does not have waiting message, the  token is im m ediately 

forwarded to  its successor.

Each sta tion  checks if the  token is successfully passed im m ediately after pass

ing the  token. D uring norm al operations, a sta tion  passes the token to  its current 

successor and then  m onitors the  bus. If a sta tion  fails to  see a valid token being 

passed by its successor w ithin a  predeterm ined tim e interval, called Token Passing 

Tim e (T P T ), it re transm its the token to  its successor on the assum ption th a t the 

successor did no t receive the  token in the first a ttem p t. If, after two a ttem pts, 

the  successor s ta tion  still does no t respond to  th e  token pass, it is bypassed and 

th e  sta tion  increm ents the  successor address by one and begins to  hun t for a  new 

successor. T he bypassed sta tion , a lthough deleted from  the logical ring, will con

tinue  to  be polled for reinsertion during  the periodic station insertion  cycles. This 

scheme provides a  high level of fau lt tolerance and  rap id  failure recovery.

W ithout d isrupting  netw ork operations, the  logical ring is reconfigurated ev

ery tim e a s ta tion  removes itself from  the ring. Periodically, stations perform  the 

node adm ission procedure which allows new sta tions an opportunity  to  be adm it

ted  into the logical ring. Stations which are ju s t powered up or stations which may 

have dropped off of the bus due to  m om entary power failure or o ther anom aly are 

allowed to rejoin the  network.
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T he  steady-sta te  netw ork opera tion  consists of w aiting  for an addressed token, 

tran sm ittin g  d a ta  upon  receipt of th e  token, passing the  token to a  successor, and 

m onito ring  the  token pass. Access to the  channel du ring  stead y -sta te  network 

opera tion  is achieved in a  determ in istic  m anner, thus guaran teeing  an upper bound  

to  netw ork  access tim e. By using a b id irectional bus system , all transm issions are 

tru ly  b roadcast. T his simplifies the  tasks of detecting and  recovering from  network 

failures. A detailed  descrip tion of th e  token bus protocol is given in [6,10],

2 .2 . P r io r ity  S c h e m e  in th e  T ok en  B u s  P r o to c o l

A nother h ighlight of the  token bus protocol is its su p p o rt of a m essage-based 

p rio rity  m echanism . T he p rio rity  of each m essage is assigned w hen the  Logical 

Link C ontrol (LLC) sublayer requests the  M edium  Access Control (MAC) sublayer 

to  send  a  d a ta  fram e. The MAC sublayer offers four levels of p rio rity  classes. In 

the  SA E linear token bus protocol, th e  p rio rity  classes are  nam ed 0, 1, 2 and 3, 

w ith  0 corresponding to  the  h ighest p rio rity  and 3 to  th e  lowest. In  the  IEEE 

802.4 token-passing bus protocol, th e  p rio rity  classes are  called 0, 2, 4 and  6, w ith 

6 corresponding to  th e  highest p rio rity , and  0 to  the  lowest. E ach s ta tio n  can 

have m axim um  of four separa te  p rio rity  queues. As show n in F igure  2.1, each 

p rio rity  queue acts as a  v irtu a l su b s ta tio n  in th a t  token is passed in ternally  from 

the  h ighest p rio rity  queue to  th e  lowest, th rough  all p rio rity  queues before being 

passed to  successor.

W ith  a p rio rity  schem e, d a ta  transm ission  access on th e  bus is controlled 

th ro u g h  a system  involving a  Token H olding T im er (T H T ) and th ree  Token Ro
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tation  T im ers (T-KT). During norm al operations, each station resets its T H T  to 

the  (user program m ed) m axim um  value when th e  token is received. This value 

is the m axim um  allowable am ount of time for which the highest priority  queue 

m ay use the transm ission m edium  during a  cycle of token passing. T H T  prevents 

the  highest p rio rity  queue from  monopolizing the  network. After T H T  is reset 

and restarted , the  station im m ediately resumes transm itting  the highest priority 

message (s).

After the  T H T  is expired or if there is no m ore highest p rio rity  messages, 

the  station s ta r ts  serving the queue of next p rio rity  class. The th ree  T R T s  are 

reset and res ta rted  when the corresponding priority  queue begins serving, and the 

rem aining T R T  tim er values, p rio r to  reset, are sto red  in the registers. The stored 

values are used to  bound the  am ount of tim e available for message transm ission 

a t the lower p rio rity  levels, i.e., if the  token re tu rn s to  the lower priority  queue 

prio r to the T R T  expiration, the  w aiting messages in th a t queue are  transm itted  

until the rem aining T R T  is expired. If the T R T  has expired by th e  tim e the token 

retu rns, the corresponding priority  queue is no t allowed to send any message.

During norm al bus operations, situation m ay arise when a message traffic 

deferral is requested  due to T R T  expiration. In the event of a  heavy traffic, a 

sta tion  m ay receive the token and, upon checking his T R T 's find th a t  one or more 

of the T R T ' s  in the  lower priority  queue has expired. In this case, the station  

m ust defer the  lower priority message (usually, non-real-tim e data) transm ission 

corresponding to  those expired tim ers and tran sm it only the higher priority mes

sages (usually, real-tim e data) w ith  unexpired tim ers. This procedure allows only
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higher p rio rity  messages to  be transm itted  under high traffic and the d a ta  latency 

for the higher priority  message can be bounded to  a  desired value. The allocation 

of channel capacity to various priority levels is controlled by the  T R T 's .  The 

responsibility of setting these values lies w ith the  sta tion  m anagem ent which is 

usually resident above the  link layer in the protocol hierarchy.
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D E V E L O P M E N T  O F A N  A N A L Y T IC A L  M O D E L  

F O R  T H E  P R IO R IT Y  S C H E M E  O F T O K E N  B U S  P R O T O C O L

T he priority scheme investigated in this thesis is very sim ilar to  th a t  specified 

by th e  standards of SAE token bus protocol [6] an d  IEEE 802.4 token bus protocol 

[10], The SAE and  IEEE token bus protocols have four priority  levels. However, 

the  num ber of priority  levels can be increased by se tting  different values of Token 

R otation  Tim er ( T R T ) .  The m odel developed in this thesis is assum ed to  have 

(K  +  l)  priority levels, i.e., each sta tion  has ( K  +  l )  queues for each priority  level. 

T he priority  classes are designated as 0, 1, 2, ... , K , w ith 0 corresponding to the 

highest priority and K  to  the lowest.

The analysis in th is thesis is lim ited to  th e  practical case of single-service 

discipline, i.e., serving exactly one message string  a t a tim e. For the  highest 

priority  queue, i.e., priority  0, the opportun ity  to  transm it a  w aiting message is 

given whenever the  token arrives. For the  lower p rio rity  queues, i.e., priority 1 to  

K ,  the  opportunity  is given if the corresponding Token R otation  T im er ( T R T )  

is no t expired when the  token arrives after circulating through th e  logical ring of 

all active stations in the network. T he T R T i  is reset and restarted  whenever the  

token arrives a t a  priority  i ( i= l  to  K )  queue. T he higher p rio rity  queue has 

larger T R T i  value so th a t the  probability  of T R T i  expiration becomes sm aller, 

and the  probability of message transm ission becom es larger.

As m entioned in Section 2.2, th e  objective of Token Holding T im er (T H T )  is
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to  prevent any priority  0 queue from  monopolizing the  network. Since the  analysis 

is based on a  single-service discipline, and a  m essage is completely transm itted  even 

if T H T  is expired during the  transm ission, the  value of T H T  does not affect the 

perform ance of the  analytical model developed in this thesis.

T he ICCS netw ork consists of several different kinds of stations which per

form  diverse and largely independent functions. On th is basis, the  message ar

rival process a t each individual queue is assum ed to have a  Poisson distribution . 

Furtherm ore, since the ICCS network is decom posed into several single-function 

subsystem s, and the messages generated from  the single-function subsystem s are 

usually packetized to a  fixed length, the  m essage generated from each queue is 

assum ed to have a  constan t length. In th is analysis, th e  case of messages being 

rejected due to  queue sa tu ra tion  is no t considered. T hus, the queue capacity is 

assum ed to be infinite. Also, it is assum ed th a t messages (at all sta tions) belong

ing to  the  sam e priority  class have identical (average) message arrival ra te  and 

message length.

A lthough the  token is passed from one sta tion  to another, it is convenient to 

consider all priority  queues in a sta tion  as separate  sub-stations where the  token is 

passed from  one sub-sta tion  to another. T hus, the  appropria te  m odel is a  system  of 

m ultiple of different priority  queues a ttended  by a  single server in a  cyclic order. 

Figure 3.1 shows a schem atic diagram  of th e  priority  scheme w ith four priority  

levels. T he key notations used in th is analysis are listed in page viii.

The perform ance of the  priority  scheme is dependent on stochastic variables, 

such as token circulation tim e and effective service tim e, th a t are directly related
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to netw ork traffic. P ertinen t variables th a t  are to be used in the analytical model 

are defined below.

D e f in it io n  3 .1 : Token Circulation T im e, which is denoted as Tr , is the elapsed 

tim e between two consecutive instants at which a tran sm itte r queue captures the 

token. ■

R e m a r k  3 .1 : Tr is a random  variable and the expected value of Tr is denoted as 

Tr , which is identical relative to any queue. ■

D e f in i t io n  3 .2 : Effective Service Tim e a t a priority i  queue, which is denoted 

as T i , is the tim e interval from the in stan t a  priority i queue has an opportun ity  

to  tran sm it a  message till the next in stan t the  same queue has an opportun ity  to 

tran sm it a message. ■

R e m a r k  3 .2 : For p rio rity  0 queue, To =  Tr because priority  0 queue transm its  a 

w aiting message whenever the token arrives regardless of the  setting of T R T .  ■ 

R e m a r k  3 .3 : For p rio rity  i ( i= l  to  K )  queue, an opportun ity  to  transm it a 

m essage is given if the corresponding T R T i  is not expired a t the in stan t of token 

arrival. ■

R e m a r k  3 .4 : Ti is a  random  variable and the  expected value of Ti is denoted as 

Ti, which is identical relative to any queue belonging to  priority  i  class. ■

T he statistical analysis in the development of the  m odel is not exact. For 

an exact analysis, the  s ta te  of the netw ork system  a t a  tim e t has to be defined 

such th a t all past h isto ry  is sum m arized in it so th a t the  system  sta tes can be 

com pletely predicted. In  the  present case, the  system  sta te  could be described 

by a vector [n i(t) , n-2 (^) ? - * - » c i( t) , C2( f ) , . . .  , ca/(£), £ (0 j  where
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n j (t) denotes the num ber of waiting messages in queue j \ j  =  1 , 2 and N  

is the  to ta l num ber of queues in the  netw ork, cy(t) represents the rem ainder of 

T R T  after it is reset and  restarted  in queue j \ j  =  1 ,2 , . . . , / ,  in which I  is the 

to ta l num ber of lower p rio rity  (priority 1 to K ) queues, L{t)  points to the present 

location of the  token w ithin  a  cycle, and A (t) specifies the age of the current service 

(or propagation) phase of the  token. Since there  are too m any transitions of sta tes 

even for a  small num ber of queues in the  netw ork, exact analysis is m athem atically  

in tractable. Eisenberg [20] derived a m athem atical model of the system  w ithou t 

a priority  scheme which has only two queues th a t are served alternatively. In his 

analysis, even w ithout a  priority  scheme, some steps in the solution still have not 

been proven due to the difficult na tu re  of analysis.

In a  cyclic queueing system , several queues share a single server, i.e., token, to  

transm it their messages. Therefore, the  s ta te  of a  queue is influenced by the s ta te s  

of o ther queues. However, it is very difficult, if not impossible, to m athem atically  

describe an exact relationship  of the  processes among th e  queues in a single

server network system  [23]. Because of the  m athem atical in tractab ility  of m ost 

cyclic queueing problem s, several approxim ate m ethods were suggested [23,30], 

Fundam ental assum ption for the analysis is th a t the m essage waiting process a t 

each queue is ergodic w ith probability one. T he approxim ate m ethods usually rely 

on certain  simplifying assum ptions such as the  independence assumption under 

which the  processes w ith in  a  particu lar queue are more or less independent of the 

processes w ithin the other queues. The analytical model developed in this thesis 

is also based on the  independence assum ption.
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Token circulation tim e Tr depends on w hether a message from queue j  is 

served or not during a  circulation. From this observation, Kuehn [23] considered 

conditional token circulation tim es for the analysis of asym m etric single-service 

system  w ithout a priority  scheme. Since K uehn did not consider a priority  scheme, 

every queue is allowed to  tran sm it a waiting message whenever the  token arrives. 

Thus, queue j  has exactly one opportun ity  to  transm it during one Tr (note th a t T r 

is the effective service tim e for all queues if th e  priority  scheme is not considered).

The concept of conditional token circulation tim e reduces the  effect of inde

pendence assum ption which was proposed by Hashida and O hara  [30]. However, 

K uehn’s approach is still approxim ate since the  conditional token circulation tim es 

are assumed to  be independent and identically d istribu ted  (i.i.d.) variables; the 

expression for their probability  density functions are only approxim ation, too. Un

der th is assum ption, the  m ean w aiting tim e of a  queue j ,  W j t in an asym m etric 

single service system  (w ithout a priority scheme) was determ ined by K uehn [23] 

as a  function of the first two m om ents of the  conditional token circulation times.

A lower priority  queue (priority 1 to K ) can transm it its message only if 

the  corresponding T R T  is no t expired a t the  in stan t of token arrival (see Rem ark 

3.3). Analysis of the effective service tim e under a priority  scheme is m ore complex 

th an  th a t  w ithout a  priority  scheme because th e  effect of T R T  expiration on the 

message waiting process a t priority  1 to K  queues has to  be taken into account.

Similar to  the K uehn’s m odel, token circulation tim e T r as observed a t a 

specific priority  j  queue is classified under the  two conditions of w hether the  queue 

transm its or not.
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D e f in it io n  3 .3 : The token circulation tim e Trj for a given priority j  queue is de

noted as Tjj  if a  message is not served from  the  queue during the token circulation; 

otherwise, Trj is denoted as Tjj .  a

Effective service tim e Tj  is also classified under two sim ilar conditions. 

D e f in it io n  3 .4 : The effective service tim e Tj  for a given priority  j  queue is 

denoted as Tj  if a  message is not served from th e  queue; otherwise, Tj  is denoted 

as T" .  a

In the priority  scheme, priority  i queue has exactly one opportun ity  to  tran s

m it during one T*. By replacing the  conditional token circulation tim es in K uehn’s 

form ula into the conditional effective service tim es for priority  i class, the  queueing 

delay of a  priority  i queue, W{, is expressed as

  rpt2 , rptt 2
Wi = i L = +  1 * „  (3.1)

2jy  2(1 -  a t- r / ')  v *

where A* is th e  average message arrival rate  a t priority  i queue, and Tj, Tj',  T j 2 

and T j 2 are th e  first and second m om ents of Tj  and Tj'.  Using the procedure given 

in [23], the detailed derivation of equation (3.1) is presented in A ppendix A.

To obtain  Wi, the first two m om ents of conditional effective service tim es 

should be determ ined. In Section 3.1., the  conditional token circulation tim es of 

a netw ork under the  priority  scheme have been analyzed. Based on the  results 

of Section 3.1., the  conditional effective service tim es of each priority  class are 

determ ined in Section 3.2. T he perform ance analysis of th e  priority  scheme in 

token bus protocols is presented in Section 3.3.
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3 .1 . A n a ly s is  o f  C o n d itio n a l Token C ircu la tion  T im e

This section describes the  analysis of the conditional token circulation tim es 

of a  queue which belongs to  the priority  j  class. As m entioned earlier, analysis 

of the  exact relationship of the  processes am ong all the  queues in the  network is 

m athem atically  in tractable. However, the  influence of all the  other queues on the 

process in a  prio rity  j  queue can be expressed by the conditional token circulation 

times T'T3 and T ’J-.

Let Hi be the  probabilities th a t T R T i  is not expired a t the in stan t when the 

token arrives a t a  priority i  queue, i.e.,

Hi =  Pr[Tr <  TRTi],  i =  l  K  (3.2)

Ho  =  1 because priority  0 m essages are transm itted  regardless of the  T R T  value. 

From Definition 3.3, th e  corresponding conditional probabilities can be sta ted

as:

M* =  P r [ r ;y <  TBTt]  (3-3)

h "i =  P r [ r ; ;  <  t r t {] (3 .4)

The following analysis is based on the independence assum ption, i.e., the

processes w ith in  a queue are independent of the processes w ithin th e  o ther queues.

Let Pi be the probability  th a t the token serves a  message a t the in stan t when it 

arrives a t a priority  i  queue.

According to  Kuehn [23], the probability q0 th a t the  token meets a t least one 

message when it arrives a t a  priority  0 queue is
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For a  priority  0 queue, if the  token finds a waiting message a t the instan t of arrival 

a t th is priority 0 queue, it im m ediately serves the waiting message a t th e  sam e 

token arrival instan t. T hus, the probability  Po th a t the  token serves a message at 

the  instan t when it arrives a t a prio rity  0 queue equals to  the  probability th a t  the 

token finds a  waiting message a t the  in stan t of arrival a t priority  0 queue, i.e.,

P o  =  A 0T r (3.6)

T he token can serve a lower priority  (priority 1 to  K )  message only if a t least 

one message is w aiting and  the corresponding T R T i  is not expired a t the instan t 

when it arrives a t a lower priority queue. From this observation, Pi is obtained 

using the assum ption th a t, a t the in stan t of token arrival, the message w aiting

process at a priority  i  queue and T R T i  expiration process a t the  same queue

are independent of each other. However, the  message waiting process and T R T i  

expiration process a t the  same queue could be m utually  dependent only when 

the  token serves a  message from the queue during a  particu la r token circulation 

(or, message transm ission a t the queue contributes to  th e  increm ent of token 

circulation tim e T r). If th e  traffic is light, th is effect becomes negligible. Based on 

th is assum ption, the probability  P, th a t  the token serves a  message a t the in stan t 

when it arrives a t a prio rity  i ( t= l  to  K )  queue is determ ined in the following 

way.

The probability a* th a t  the token m eets a t least one message a t the in stan t 

when it arrives a t a  p rio rity  i queue is given in [23] as

cti -  AtTV (3.7)
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When the token arrives a t a  lower priority (priority 1 to  K ) queue, it m ay not be 

able to  serve a waiting message a t the  instan t of token visit due to T R T i  expiration, 

i.e., the  token may have to  visit m ore th an  once to  serve a waiting message a t a 

lower priority  queue.

Let cjt- be an epoch th a t the  token have a chance to  serve a  message from 

a priority  i queue, i.e., T R T i  is no t expired when the  token arrives a t a  priority 

i queue. As shown in Figure 3.2, during each epoch, the token may experience 

T R T i  expiration (n  — l )  tim es, where n =  1 to oo. (note th a t, for priority  0 class, 

wo is every instan ts of token arrival a t a  priority  0 queue because the  token can 

serve a  priority  0 message whenever it arrives a t a  priority  0 queue regardless of 

T R T ) .

Suppose th a t, during the  tim e interval between w,-, shown in Figure 3.2, the 

token experiences T R T i  expiration a t the  first to  (n — 1) — th  visits and  does not 

experience T R T i  expiration a t the  n — th  visit. T hen the token serves the  message 

a t the  n — th  v isit. The message which is served a t the n — th  token visit may have 

arrived a t the  first token visit, or a t the  second token visit, ... , or a t the n  — th 

token visit. Therefore, the  probability  th a t a  message a t a priority  i queue is 

served a t the  n  — th  visit under the  condition th a t the  token experiences T R T i  

expiration (n — 1) times becomes

n —1
^ i  - ^ 2  (Xi)3M  -  a t-[l -  (1 -  #ii)n] (3.8)

3=0

The probability  of the event th a t the token undergoes (n — 1) consecutive ex

pirations of T R T i  and does not experience T R T i  expiration at the  n  — th  visit
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token arrival in s tan t  a t  a  priority t queue

T R T i  not expired TR1\  expired a t  

the  first token visit
T R T i  expired a t  the  

{n -  1) th token visit

TRTi  no t expired a t  

the  n -  Ik token visit

F igure  3.2: An Epoch of Message Transm ission O pportun ity  a t  a  Priority  i Queue.
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is

rj? -  (1 -  A*i)n-V .-  (3.9)

Considering an  equivalent probability  th a t the  token serves a  message at a  priority  

i queue, the probability  P{ is obtained by averaging w ith a weighted term  i 

i.e.,

CO
. TIp< = Y .

n =  1 
oo

-  “ ‘I1 “  t 1 _  ^ t ) n ]( l “
n  — 1

  A iT rp i

~  1 -  (1 -  Ati)2
(3.10)

R e m a rk  3 .5 : Pi  is a monotonically increasing function of bo th  and A*. Specif

ically, if p,* =  1 ( i= l  to K ) ,  the  probability Pi  is identical to  the  case w ithout a 

priority  scheme, i.e., Pi — X{Tr . ■

R e m a rk  3 .6 : T his approxim ation is based on th e  independence assum ption, i.e., 

processes w ithin  a  particu lar queue is independent of the  processes within the  

o ther queues. In fact, the  s ta te  a t a  queue (i.e., num ber of waiting messages, 

rem ainder of T R T i  value, cu rren t location of th e  token, etc.) is dependent upon 

th e  s ta te  of all th e  other queues. As m entioned earlier, exact analysis on this basis 

is not feasible. ■

If the token circulation tim e is T/y, the conditional probability  P?- is ob tained  

by replacing p , and  Tr in expression for by pC  and T* - in (3.3), respectively,

A i T L p i iF  = -------   rj tJ (3.11)
tJ 1 -  (1 ~  P-y)
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Sim ilarly P /j is obtained by replacing m  and T r in expression for Pi  by jiJ' and  

T*f- in (3.4), respectively.

Pij =  ------7 \ 2 (3-12)

Let Mfcj be the  num ber of the priority  k  queues tran sm ittin g  their messages for 

a given token circulation tim e during which one priority  j  queue does not transm it 

its message. Since the processes a t each queues are assum ed to  be independent of

each other, M kj  is a  binomial random  variable. The binom ial d istribution  of M kj

is obtained as follows.

P r [Mkj =  B) =  -  Pk j )N* - s» ~ \  (3.13)

0 < 0 < N k -  6kJ.

w here N k is the  num ber of priority k  queue in the  netw ork, 6kj  is the  K ronecker’s 

de lta , i.e., 6jj =  1; 8kj  =  0 for k ^  j ,  and P kj  denotes the probability  th a t 

a message is served a t the  instant when the token arrives a t a priority  k  queue 

during  a  given token circulation tim e, i.e., if a  given token circulation tim e is . 

or X1" , then P kj  is equal to  Pf. - or P kj-> respectively.

For the binom ial random  variable M kj ,  the  conditional token circulation tim es 

T't - and X"- are expressed as

K
r ry =  ^ 2  M kj L k + R  (3.14)

fc=o

K

T "i -  Y 2  M k i Lk + R  + L j  (3.15)
k-0
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where j  and k  denote the priority  levels, Lk po in ts a message transm ission tim e at 

a priority  k  queue, and R  is the to ta l idle tim e during one token circulation, which 

includes the sum  of token holding delay at each sta tion  and the sum  of the to ta l 

propagation delay of the  token during  one circulation around the  logical ring. 

The analysis for the derivation of T ”- is identical to th a t of T'r ■ except th a t 

and R + L j  are replaced by P and  R ,  respectively. Therefore, in the following 

derivation, only - is considered.

The m om ent generation function of MfcyL* is

Nfc — Skj
fr*y(*)=  Y ,  eeifc* P r \M kj = e] (3.16)

6 = 0

From  the independence assum ption, the  m om ent generation function of T ' ■ 

in (3.14) becomes

f [  <M <0
fc=0

No- s oj NK ~BKi (L o a +  . . .  +  L K b +R)3

=  D  **• 1 2  rK j e K+1 (3-17)
a  =  0 6 = 0

K + 1
K + 1

where

*'kj =  Pr[Affcj =  e\ =  6 SkiY ' k j \ l  -  PLi ) Nk~ tki~ ‘  (3-18)

From  $ 3̂  (s) in (3.17), the  probability  density function (pdf) of Tj.}- can be ob

tained  by using th e  inverse Laplace-Stieltjes Transform ation [31] as

No — 6oj Nk —Skj

/t'j ( 0  =  12 •  •  * 12 — ( ^ o °  +  • • • +  Lk& + - R ) ] *  (3.19)
a=0 6=0  ■ "v "

K + 1
K + 1
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w here Uo[*] is the  u n it im pulse function.

R e m a r k  3 .7 : W hen th e  token circulation  tim e is J 1"-, the  probability  density 

function of T"- is determ ined  by replacing P kj- and  R  in (3.19) to  P k - and  .R +  

respectively, i.e.,

No—Soj N k — &K}
(i) =  ^   ̂ . . .  ^  '  7r0y . . .  C/o[i— (Z<o a +  . ■. +  L ^ b  -^-R +  Z>y)]. (3.20)

v ar °  ...   b~° - K +i K+1
K + 1

where

=  P r [Mki =  «] =  ( * *  ~  P £  9(1 -  (3.21)

■

From  (3.13), th e  m om ent generation  function  of M k j L k  given in (3.16) reduces

to

4>*,+) =  |1 -  P ^ ( l  -  (3.22)

U sing the  m om ent generation  functions in (3.22), th e  m om ent generation 

function  for T ' -  given in (3.17) is equivalently expressed as

K
4>T. . ( S) = e * «  n ® fc ,-W

k=0
K

= eRs n  I1 -  P k j{ l  -  eLh*))Nk~ 5kj (3.23)
fc=o

From  (3.23), th e  m ean token circulation  tim e T £ • is

s=0
K

^  P'kjNkLk — P j j L j  4- R  (3.24)
k = 0
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Sim ilarly, the  m ean token circulation tim e  T"-  is

T "i =  **13 Ms=0
K

=  Y ,  p ": N k L k -  P f i L j  + R  +  L S
k~0

S u b stitu tin g  P in (3.11) to  (3.24), T* - is determ ined  as

35

(3.25)

— -  R
T ’ =  -----------

rj 1 - S i
(3.26)

w here
K

sJ - E ti__j-i 1

^ k V k j L k N k
XT2fc=o

Sim ilarly,

7̂ r _ R + A? 
rJ' 1 “ S"

w here

- ,/ /  _  ^kPkjLkNk_______ Xjf i j jLj

(3,27)

(3.28)

(3.29)

R e m a r k  3 .8 : The average values of T P  and J1"- express the  influence of message 

arrival process (Ajt) an d  T R T  exp ira tion  process (z^ -)  of all the o th e r  queues 

(k = 0 to  K ) on th e  process of a queue which belongs to  th e  priority  j  class. ■ 

T ransposing (3.26) and  (3.28) in to  (3.11) and (3.12), P ^  and P are deter

m ined  as

Pkj = 1 -  s'.3
(3.30)

and ,
-  ( 1  -  ^ ) 2}} (R  +  L 5)p H  —

p k j  - 1 -  S '.'3
(3.31)
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The second m oment of

d 2
(3.32)

3 = 0

The variance of is

4 ; . =  T %  -  T 'r j '
K

=  E ̂ A 1 -  P k j ) N kL \  -  p ;,.( 1 -  P t f L * .  (3.33)
k = 0

Similarly, the  variance of T"- is

o%„ =  T>% -  T " rjrj J

= E -  P ’k j W k L i  -  p;j(i -  (3.34)
A = 0

R e m a r k  3 .9 : The variances of Tj. - and T1"- express the influence of message arrival 

process (A^) and T R T  expiration process (/xj. ■) of all the  o ther queues (A: =  0 to  

K )  on th e  process of a queue which belongs to  the priority  j  class. ■

Since To=Tr (see R em ark 3.2), from  (3.26) and (3.28), th e  average conditional 

effective service times for a  priority 0 queue, Tq and Tq , is determ ined as,

n  =  T ~ c r  (s -35)

and

1 - S '

TX =  (3.36)

From (3.33) and (3.34), th e  second m om ent of conditional effective service tim es

for a  p rio rity  0 queue, T q2 and Tq 2, are also determ ined as
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and,

T g 2 = + T " 2 (3.38)

For i =  1 to  K ,  jw'-y is defined in (3.3) as

p'i3. = P t[T^  < TRTi)  =  Fn ,{TRTi)  (3.39)

where (TRTi)  is a  probability  d istribution  function of T ^ .  By integrating 

/ r ' . ( 0  in (3.19) from t = 0 to T R T i , ft'ij can be determ ined as

rT R T i

Pij  =  J o

N o  — $ o j  N k  — $ K j

= 'y  ̂ . . .  y   ̂ 7Tqj' . . .  U\\TRTi  — (Z/oa "b • • • +  "b-^)l (3.40)
n  —— 0  b — 0  ^ ^ r/~ ' t■----------- „------------■ K + l " + 1

K+l

where [o] is the u n it step function and 6kj is the Kronecker’s delta.

For a given j ,  by replacing Pj.j in (3.30) into (3.18) and substitu ting  7r^ 

(fc=0 to  K ) into (3.40), \i\- in (3.40) is expressed as K  non-linear sim ultaneous

equations for to By repeating this procedure from j =  0 to  K ,  to ta l

K ( K  -f 1) unknowns of pi1-  ( i= l  to  K , and j —0 to K ) can be determ ined. These 

non-linear sim ultaneous equations have been solved by using the IMSL subroutine 

ZSCNT which num erically solves a set of non-linear equations. However, any 

o ther appropria te  techniques can be used to  solve these non-linear sim ultaneous 

equations.

For Tr" ,  by in tegrating (3.20), jujy m ay be expressed as follows:

N o  — <5p j  N  k  -  $K j

ji'ii — y   ̂ . . .  y   ̂ 7Tq,* . . .  7 r^  U \\TR Ti  — [Lo & +  . . .  +  L x b + R  +  £y)].
f t = 0  Tv- I 1

>_________ v _________ ' K + l  jK+ 1
K + l

(3.41)
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T he //(/- in (3.41) is obtained  on the  assum ption th a t the  conditional token cir

culation time is an independent and identically d istribu ted  (i.i.d.) random  

variable. In this case, when T R T i  < R  + L j ,  fi"j always becomes zero, i.e., p riority  

i  queues become unstable.

In a real system , token circulation tim e w ith respect to  a particu lar queue 

does no t consist of two independent and identically d istributed  random  variables 

of T{.j and T"-, bu t successive token circulation tim es are dependent of each other. 

For a  more exact analysis, covariance of token circulation tim e w ith respect to  

each queue should be considered. The analysis of covariance of token circulation 

tim e is extremely complex because the  sta te  of each token circulation tim e w ith 

respect to  a  particu lar queue depends on the sta tes of all the  queues a t th a t token 

circulation. As m entioned earlier, the analysis of a relationship of th e  states am ong 

all the  queues a t each token circulation is not m athem atically  trac tab le.

To take account of the  stab ility  of priority  i queues during a particu lar token 

circulation T ^ , an approxim ate approach is considered for the determ ination of 

fi"j. It is assum ed th a t, during  a particu lar token circulation of T " , all the queues 

belonging to  priority j  class tran sm it  their m essages w ith a probability  of Pjj  

a t the  instan t of token arrival. Using this assum ption, the  fi"- given in (3.41) is 

modified by replacing R  + L j  and N j  — 1 by R  and N j ,  respectively, i.e.,

N0 Nk
. U\ [TRT{ — (Tqa +  . , .  +  Ljcb H-J2)]. (3.42)

«x=0 6=0 t/' i *
S ■ ■ v   K + 1 K + l

K -hi

The approxim ation of in (3.42) considers the  stability  of priority  i  queues. 

To account for a  message service from  one priority  j  queue during T"-, the p rob 
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ability  /i"  th a t T R T j  is not expired when the token arrives at a  priority  j  queue 

during X'y is approxim ated as follows. During a particu lar token circulation of 

X"-, T R T j  of one priority  j  queue is no t expired w ith a probability  of one, while 

the  XR T j  of the  rest (Nj  — l )  priority j  queues is not expired w ith a probability 

of //yy which is obtained from  (3.42). T hus, fi'j is obtained as

My «  V-"j(Nj -  1 ) / N j  +  l / N j  (3.43)

These approxim ations will be exam ined by com paring w ith the sim ulation 

results (cf. C hapter 5).

3 .2 . A n a ly s is  o f  C o n d itio n a l E ffective  Service  T im e

In this section, first the  probability density functions (pdf) of X/ and X/' (see 

Definition 3.4), / jy  and / t " ,  are determ ined. Then, the first and second moments 

of conditional effective service tim es of the priority  i class are obtained from their 

respective probability density functions.

Let m( be the probability  th a t T R T i  is not expired when the  token arrives 

a t a  priority  i  queue during X/t . Since the T R T i  expiration process a t all queues 

belonging to the  priority  i class is identical, i.e., T rri and  T R T i  are sam e for all 

prio rity  i queues, fi'-  determ ined from  (3.40) equals to  /xj. The analysis of T ” 

follows th a t of T[  w ith a replacem ent of X/y and by X/y and f i”, respectively. 

T he probability  d istribu tion  function (PD F) of T lri is given as follows.

Fr[X,It <  T R T i)  =  XV- (T R T i )
Uj

= Y L P 3 Ui\T R T i ~ tA,  (3-44)
3=1
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P r [ r ; t- >  TRTi]  =  1  ~  FK i {TRTi)

=  J 2 < l k U i [ t k - T R T i } , (3.45)
fc=i

where Z7i[*] is the un it step function. u t- denotes the num ber of token circulations

when T ’ri does no t exceeds T R T i  and V{ denotes the num ber of token circulations 

when T '(- exceeds T R T i .  Correspondingly, py and qk are th e  probabilities th a t  the 

token circulation tim e T'lri equals tj  and f&, respectively.

R e m a rk  3 .10 : The num bers m  and Vi in (3.44) and (3.45) depends on the  dis

tribu tion  of token circulation tim e and the value of T R T i .  ■

L e m m a  3 .1 : T he probability  //[- th a t T R T i  is not expired when the token arrives 

a t a priority  i queue is

j' = i

and  the probability 1 — fi[ th a t T R T i  is expired when the  token arrives a t a  p rio rity

i queue is

fc=i

P ro o f :  From (3.44), for TC <  T R T i »

k !  =  P r [ T A -  <  TRTi]  =  Y . P ,

and from  (3.45), for T'tj > T R T i ,

X-n'i  =  Pr[r.,- > TRTi] =
k= 1
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The probability  density  functions (pdf) of (3.44) and (3.45) are given as fol

lows
u;

/ j ( t )  =  ^ p j U o \ t  -  £j], 0 <  t < T R T i ,  (3.48)
j = i

Vi
M * )  =  Y  <*kU ° \ t  -  **!» ( >  T R T i  ( 3 -4 9 )

k ~ l

where £/0[»] is the  unit im pulse function.

Let a priority  i queue have a chance to  transm it a message (i.e., T R T i  is not 

expired when the token arrives) a t a  tim e in stan t t  — t 0 . The token comes back 

to  the  sam e queue at t  =  tx . If T '{ =  tx  — to  < T R T i  (i.e., T R T i  is not expired), 

the effective service tim e T j  for this queue equals to T'ri a t this instant. The 

probability  th a t priority  i queue has a chance to  transm it w ithout experiencing 

T R T i  expiration becomes

P r [ r /  =  r r°] =  P r[r;,. <  T R T i)  (3.50)

where T ?  denotes th a t T R T i  is not expired during th a t T'r i . The pdf of T/ for this 

case is
u,-

=  A ( o  =  - * j ] > 0 ^  ^  T R T (3-51)t
3 = 1

Figure 3.3 illustrates an exam ple of

Let a priority  i queue have a chance to  transm it a  message a t a tim e in stan t 

t  =  to- If a  priority  i  queue misses a chance to  transm it a t a  token arrival when 

t  =  tx  because T R T i  is expired, and has th e  chance on th e  next token arrival a t 

t  =  t 2 , the effective service tim e T- for th is queue is equal to  t 2 — to  =  Tre +  T ^ ,  

where Tre denotes T R T i  is expired during th a t T'ri. The probability th a t priority
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Figure 3.3: P robability  Density Function of T- w ithout Experiencing T R T i  Expiration. to
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i  queue has a chance to  transm it after T R T i  is expired once becomes

Pr[T{ =  T? +  Tra] =  P r [ r ; t >  TRTi]  Pr[Tr' t- <  TRTi]  (3.52)

since th e  two events are independent by the  initial postulation.

T he pd f of T- for th is case is

/£ ? (* ) =  (3.53)
V

which is equivalent to

«i
4 f ( 0  =  J 2  X )  4kPjUo\t -  {tk + ij)]. (3.54)

y=i k=i

where

0 < t j  < T R T i , t k > T R T i  

Figure 3.4 illustrates an exam ple of (t). This figure shows th a t the  probability
a

th a t T1/  =  t 3 +  t \  is the  product of the probability  q\ th a t token circulation 

tim e becomes 13 (T R T i  is expired) a t the first instan t of token arrival and the 

probability  p\ th a t token circulation tim e becomes t i  (T R T i  is not expired) a t the 

next in stan t of token arrival.

In general, the probability  th a t priority  1 queue has a chance to  tran sm it after 

TR T{  is expired (n  — 1) tim es is

Pr[7 i  =  Tre +  . . .  +  Tre -KTra]

( n . - l )

=  P r [ r ; f >  T R T i ] ..  • P rjr ;,. >  TRTi]  P r [T^ < TRTi].  (3.55)
> v -

(n—l)timea
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The pd f of T{ for this case is

4 ? J(f) = f 2 { t ) . . . f 2{t) / i ( o
(n— l ) i tm es

which is equivalent to

tXt W Vi
= XI XI •••XI?* .. .g fPji7o[t -  fa- + + . . .  + */)].

j ~ x*=i  _ (T^T)
( n - 1 )

in which

o < tj < T R T i , >  T R T i , r i z r , - .
s " 1 ■V

( n - l )

Finally, the pd f of T{ becomes

oo oo

/ t ; (*) =  E  4 ; :' M  =  £  -  l i  1
n=1 y=1

where Zy denotes the probability  th a t T/ equals to  fy, i.e., Zy =  Pr[T / 

From  (3.58), the m om ent generation function for T- is

■ OO

(dt$ r , ( 5 ) =  f  f T ! { t ) e att 
‘ Jo

OO ,  OO

= J 2 Z>
3 = 1 J°

The average of T[ is

= E z ie”‘I-
i=l

T! =  £ * ,; ( . )
o o

~ XI *j ̂
3 = 1 

OO

=  ^  ] t j  Pr[Tt- =  ty]. 
J = i

5 =  0

(3.56)

(3.57)

(3.58)

(3.59)

(3.60)
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T he next proposition  gives the convergence of TJ. 

P r o p o s i t io n  3 .1 :  TJ converges to

T ’i  =  ^  ( 3 - 6 1 )

P r o o f :  Let T $<J deno te  the average value of T ji du ring  which T R T i  a t  a given

prio rity  i queue is n o t expired, and  T'® represent the  average value of T j{ during 

w hich T R T i  a t a  given priority i  queue is expired. Following (3.48) an d  (3.49),

T’,“ and T'® are expressed as

T '?  =  l Z P i * i  ( 3 - 6 2 )
J=1

T'% = Y ^ q kt k (3.63)
k—l

TJ given in (3.60) is equivalently expressed in view o f (3.58) as

(«)

n = l

w here T ') is de te rm ined  from (3.57) as

U ,  V ,' V i  V i

gfe • - • g f g m  P j  { t j  +  t k  +  • ■ ■ +  11 +  t m)
j = l k  = l  1=1 m — 1

(n  —1) (” - 1 )
( n - 1 )

u,

— yi Pj t j  ^3 • • • ̂ 3 53
J = 1  i = l  T71=l

N . . I .  I — II -
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v; u ,  v ,

^ ] Qkt-k ' y  ' P j  Ql • • • ^  ̂ Qt 
k =I 3 = 1  1=1 m= 1

( n - 2 )

(n -  1) ^
times

v; u,- u,- Vi
+  /* " Qmt m X ^ p> £  qk • • * £  qi

m = l  j  — 1 f c = l  i s = l' -
( n - 2 )

Using (3.46), (3.47), (3.62) and (3.63), the  above equation yields

Since {i[ <  1, equation (3.61) is justified as

T*i ~  )  *

rt = l ‘
O O  OO

n —1

T ^  + T ’l
n= 1

A

=  I k  
4

C orro lary  to  P r o p o s it io n  3.1:

  r p t t
rplt  ̂ri

* fiV

P ro o f :  The proof follows directly from  Proposition 3.1.

(3.64)

R e m a rk  3 .11 : If //(■ =  1 and \i” = 1, T[ and T ” are equal to T'ri and T ” , 

respectively. P rio rity  i queue acts as a priority  0 queue. ■
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Using (3.26) and (3.61), T/ is determ ined as

_ R i ^ i  
1 1 -  S-

Similarly,

Tzn (je +  £ .) /m "  
1 - S ! '

From  (3.59), the second m om ent of Z1/  is

OO

= 12 tfZ3
3 = 1

OO

8— 0

=  E ‘y P r W  =  ‘y]-
j = 1

The next proposition shows the convergence of 71/ 2. 

P r o p o s i t io n  3 .2 : T!2 converges to

r ; , 2 2T '{ T ' l
■ “  4

where T7® is given in (3.63).

P ro o f :  cra, t7e, a oe and cree are defined as

«,■
° a  =  1 2  3

3 = 1

* = 1

Ui

v ae = T 'ar T ’l =  Y ,  P3l3 1 2  <*ktk
j = l  k = l

48

(3.65)

(3.66)

(3.67)

(3.68)

(3.69)

(3.70)

(3.71)
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 2 ^
CTee =  T*T =  5 ' Qk^k 5  ̂

k = 1 i = l
(3.72)

Using (3.67), J 1/ 2 is expressed as

nssl

where J 7 ^  is determ ined from (3.57) as

y'(«) = J2 52 52 ’ * ' 52 52 ?fc9f Pj (</ +  t k + t| + • • • + t m  + *r)2
j = \ k = \ l = \  m = l  r = l  ' '

U i V,' V,' V,' V ,

(n-I ) ( « - 1 )
( n - l )

=  5 2  5 2  5 2  •  ■ •  5 2  5 2  9k(ll ■ ' - g w g r Py(<y +  * *  +  t? + . . . _ +  ^

y =  l f e=l  / = 1  m =  1 r =  1 ( n - l ) ( n - l )
( n - l )

+ t j t k  + t j t l  + ... + t j t m  -+- t j t i  
• v ~ •

2 ( n - l )

+  tk h  +  tk tm  +  • * • +  Ik^T +  . . . +  t rtk  +  t rti -r . . . +  t rt m)

( n - l )  <
tim es

( n —2 ) ( n —2 )

( n - l )
Ui Vi

=  5 2 ^ '  5 2 9 *
j  =  i fc=i

V i V , V i

5 2  9 i  • • ■ 5 2  9 m  5  > 9r
i = I  m =  1 r = l

( n - l )

V,- U i  H i U , U i

+ 1 2  9 k *  1 1 2  p j  5 2  91 • • ■ 5 2  9 ^  5 2  9 *-
fc=l  y = l  i = l  m = l  r =  1

I to

v. u,- V,

+  5 2  5 2  Pi 5 2  5 2   ̂ ■ •  •  5 1  9 m

y = l  fc =  l (=1 m = lr = l

( n - 2 )
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V , V,

Q k ^ k  E « - - -  E  Q m  ^  '  9 rj = l fc=l i=l m= 1 r=l
> ■■. —-v. ■■ ■ -

( n - 2 )

2 ( n - l )  ^
tim es

V,- Vi V , V i

+  ^ Z  Pil3 Y l  Qrtr
j  = 1 r~ 1 k— 1 ;=1 m— 1

Sl" v/(n-2)

v,- u,- u,

+ E Qkt k E q i t i E Pi E 9m • ■ ■ y  ' 9rfe = l (=1 y=l m=l r = l
— ■ V '(n—3)

(n -  1)( it -  2) 
tim es

V,- V{  U i  V i  V i

E 9m̂ m E grir E Pi E 9* * “ Y Z  ? l
m— 1 r — 1 j  = l  & = i  i — 1

( n - 3 )

From (3.69) to (3.72), and (3.46) and (3.47) in Lem m a 3.1, it follows th a t

T{(n) =CFQ( l - ^ ' ) n 1 -r (n -  l)ffe/x{(l -  /xj)" 2

-r 2(n -  l)ffoe(l  -  /i()n_2 +  (n -  l ) ( n  -  2 )aeeji(-(l -
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Since //[ <  1,
  oo -----------
ji/2 _  y

n=\
oo oo

=  <7. £  (1 -  '4 ) n~ 1 +  w ' i  E ( "  -  ! ) ( !  -
n—1 n= 1

oo oo
+  2aae ^ ( n  -  1)(1 -  (ii)n~ 2 +  o eeJu( -  l ) ( n  -  2){l -  //()f\  n ~ 3

T t  -  X } \ 7 t  -  * ) y x  —  fX

n—l n = 1

T /,2 2croe , 2cree=  —Li----1------2
il', »/= +
^  mj2

_ I V  , 2r ; ,  t 7*

C o r ro la r y  to  P ro p o s i t io n  3.2:

T ,t tl T u  T ' f ^
T " 2 =  ^ ± - + ,  r i  _ J L '  (3 7 3 )

Vi f l f

P ro o f :  The proof follows directly from Proposition  3.2. 

3 .3 . P e r fo rm a n c e  A n a ly s is  o f  P r io r i ty  S c h e m e

Now the first two m om ents of conditional effective service tim es T - t T " , T j 2

and X1" 2 are determ ined in (3.61), (3.64), (3.68) and (3.73). The average queueing 

delay for priority  i queue, W{, can be determ ined from (3.1). Wi can be used to 

determ ine the average d a ta  latency which is one of the m ost im portan t param eters 

for evaluation of the  network perform ance. D a ta  latency is defined as follows: 

D e f in it io n  3 .5 : D ata latency is defined as th e  tim e interval between the  instan t 

of arrival of a message a t the  transm itte r buffer of the  source sta tion  and the 

in stan t when the last b it of the  sam e message reaches the receiver buffer of the 

destination sta tion . ■
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Neglecting propagation  delay, th e  average d a ta  latency for priority  i class is

D7 =  W l  +  Li  (3.74)

From the L ittle ’s theorem  [31], the  average queue length, i.e., average num ber of 

messages waiting in a  priority i queue is

Q l  =  XiWi (3.75)

T he network system  is stable if the  mean waiting tim e (or, equivalently, the 

m ean queue length) of any priority  message is finite. The following proposition 

gives th e  stability  conditions for a  netw ork system , and each individual priority i 

queue.

P r o p o s i t io n  3 .3 : T he single-service network system  w ith a prio rity  scheme is 

stab le  if

max[(At-/^")(i2  -f Li)  -f £"] <  1, i =  0 , . . . , F f  (3.76)
1

where S "  is given in (3.29). The stab ility  condition for the  priority  i queue is

(*£ / /*?) (*+ £ f )  +  S " < l *  (3-77)

P ro o f :  From (3.1) the  m ean waiting tim e for priority  i queue Wi is finite if

A.-If t =  (A.•/»;*)(« + ii) /(  1 -  S ") <  1 (3 -7 8 )

From (3.78), (3.76) and (3.77) is evident. ■

U nder a stable condition, every message which arrives at th e  tran sm itte r 

queue is eventually transm itted . Therefore, th roughpu t is equal to  the  offered 

traffic, bo th  of which essentially determ ine steady-sta te  perform ance.
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The analysis in this chapter is based on the independence assum ptions. The 

analytical resu lts are verified in C hap ter 5 by com parison with the results of sim 

ulation experim ents which do no t incur approxim ations due to th e  independence 

assum ptions.
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P E T R I N E T  M O D E L  F O R  P R IO R IT Y  S C H E M E  A N D  

D E V E L O P M E N T  O F A  S IM U L A T IO N  M O D E L

This chapter describes th e  development of a  sim ulation model for the  priority  

scheme in token bus protocols. F irst, P e tri net model is developed in order to 

investigate the  struc tu re  and dynamic behavior of the priority  scheme in token 

bus protocols. Based on the  P etri net model, a  sim ulation m odel is developed 

using SIMAN. T he sim ulation model m easures th e  network perform ances such as 

queueing delay, d a ta  latency, th roughpu t and bus utilization for each priority  level. 

Description of th e  Petri net m odel is given in Section 4.1. Section 4.2 presents the 

sim ulation m odel.

4 .1 . P e tr i N e t  M o d e l for  P r io r ity  S ch em e

P etri nets are one of the  extensively used system  modeling techniques which 

reveal im portan t inform ation about the  s tru c tu re  and dynamic behavior of the 

m odeled system . A netw ork system  consists of several separate  and interacting 

com ponents which exhibit concurrency, i.e., several activities of com ponents in 

the  system  m ay occur sim ultaneously. The concurrent na tu re  of activities in a 

system  creates difficulties in m odeling a  system . T he activities of the  interacting 

com ponents m ust be synchronized to  assure correctness of inform ation exchange. 

P e tri nets are designed specifically to model system s w ith in teracting  concurrent 

com ponents [32].
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Although P etri net models have been used by several au thors for the description 

and analysis of com m unication network protocols such as packet-sw itched networks 

and CSM A /CD  network [33-35], the description of the priority  scheme in token 

bus protocols using P etri net has not apparen tly  been reported . In th is section, 

the  priority  scheme of token bus protocols is modeled using a  Tim ed Petri Net 

(TPN ). T P N  is an advanced version for P e tri net m odeling, which can describe 

the actions or operations th a t occur after some finite tim e or require some finite 

tim e to be executed [36],

The T P N  model of th is thesis is s tru c tu red  to facilitate the development of 

the discrete-event sim ulation model of p rio rity  scheme. The propagation delay of 

token or message is extrem ely short com pare to  the queueing delay or message 

transm ission tim e. T hus, the  effect of propagation  delay on the network perfor

mance (especially d a ta  latency) is negligible. In this thesis, abnorm al operating  

conditions such as lost token, m ultiple tokens and babbling s ta tion  are not consid

ered. T hus, the network system  under consideration is assum ed to operate under 

norm al condition. According to the standards of SAE and  IEEE token bus p ro 

tocols, the  T P N  model developed in th is thesis is assum ed to  have four priority  

levels, i.e., each station  has four queues for each priority level. The priority classes 

are designated as 0, X, 2 and  3, w ith 0 corresponding to  the  highest and 3 to  the 

lowest according to the SAE token bus protocol. To sum m arize, the T PN  model 

has been developed under th e  following assum ptions.

1. P ropagation  delay is negligible relative to  queueing delay and message tran s

mission time.
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2. Network operates under norm al condition.

3. Each sta tion  has four priority  level queues.

T he P etri net token is called as P-token to  distinguish it from  th e  protocol 

token. The T P N  model of the  priority  scheme consists of four subm odels; channel, 

s ta tion , priority  0 queue and  priority  i  (i=  1, 2 and 3) queue.

As shown in Figure 2.1 of chap ter 2, token bus protocols consist of a  set of sta

tions connected by a b roadcast transm ission m edium . The token is continuously 

passed around the logical ring via physical bus. Figure 4.1 shows the  T PN  sub

model of channel. This subm odel represents token passing along the  logical ring 

through the  channel (im m ediate transitions t k n -p a s S j , j  =1 to N ), and  message 

transm ission via the channel (places cha^msg-xmt) . I t is noted th a t the  channel 

subm odel has a m odular stru c tu re  which comprises N  sta tion  subm odels.

The T P N  subm odel for a  sta tion  is shown in Figure 4.2. The subm odel for 

sta tion  j  consists of two p arts , separated  by the  dashed line. T he upper p a rt 

represents th e  station  connection to  the channel, which consists of two imm ediate 

transitions, t k n -p a s S j , tkn-pas-Sj+1, and a place cha_msg-xmt. T hey are identi

cal to those shown in the  channel subm odel given in Figure 4.1. Neglecting the 

propagation delay, the im m ediate transitions tkn„pas_Sj and tkn..pas„Sj+1 repre

sent the  token passing along the logical ring to  s ta tion  S j  and Sy+i, respectively. 

The place cha^msg-xmt represents a message transm ission from sta tio n  j  via the 

channel.

The lower p a rt of a  sta tion  subm odel represents the  station  behavior. When 

the token arrives a t sta tion  j ,  P-token is m arked in place tk n -a r v S j  which rep-
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Figure 4.1: Petri Net Submodel for Channel.
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resents th e  token arrival a t s ta tion  j ,  and fires determ inistically  tim ed  transition  

res-time, which m odels response tim e  of a s ta tio n . A t th e  end of th e  response 

tim e, the  token begins to  serve p rio rity  0 queue. Each s ta tio n  has four queues for 

p rio rity  0, 1, 2 and 3. Therefore, the  s ta tio n  subm odel has four queue subm odels 

and  th ree  im m ediate transitions tkn-pas-Pk ( k = l ,  2 and  3) w hich rep resen t token 

passing to  th e  lower p rio rity  queue. Since the behavior of p rio rity  1, 2 and 3 

queues is identical, only two queue subm odels for p rio rity  0 and p rio rity  i  ( t = l ,  2 

and  3) are described below.

T he T P N  m odels for priority  0 and  prio rity  t ( i = l ,  2 an d  3) queues are 

p resented  in F igures 4.3 and 4.4, respectively. T he queue subm odels consist of 

two subnets; m essage generation su b n e t and  protocol subne t, w hich are divided 

by the  dashed line.

T he m essage generation  subnet for p rio rity  0 queue consists of two places, 

Po-msg-gen  and Po-queue , and an exponentially  tim ed  tran s itio n , Po-msg-arv. 

T he place labeled Po-msg-gen, which is initially  m arked w ith  one P -token , m odels 

a  m essage generation  s ta te . The m ark ing  of place Po-msg-gen  enables the  firing of 

th e  exponential tran s itio n  Po-msg-arv , and  a  new m essage is continuously  gener

a ted  w ith  the  Poisson d istribu tion . A newly generated  m essage is queued, which 

is m odeled by a  place labeled Po_queue.

T he  protocol subnet of priority  0 queue consists of th ree  im m ediate  tran s i

tions, Po-que-emp, P o -m sg s t t  and  tkn-pas-P \, two determ in istically  tim ed  tra n 

sitions, re$-time and  Po-msg-end, and  th ree  places, Po-tkn-cap, Po-srv-end  and 

cha-msg-xmt, ou t of w hich the tran s itio n s  res-time  and  tkn -pas-P \ , and  a  place
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Protocol Subnet M essage G eneration  Subnet

F igure  4,3: P e tri Net Subm odel for P rio rity  0 Queue.
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Protocol Subnet Message G eneration Subnet

tkn-pas-Pi

Pi-tkn-cap - m sg-gen

Pi-msg-arv
T  RTi„run

P i-queue
T R u -r e s e t

T R T i .s t t  

T R T t-run

T R T i-en d  T R T i- tx p charms g-xmt

P i-m s g s t t

Pi-srv-end

tkn-pas-Pk  
{if i =  3, t k n - p a s - S j - i )

Figure 4.4: P etri N et Subm odel for P rio rity  i Queue.
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cha^msg^xmt are identical to  those shown in the station  subm odel of Figure 4.2.

At the end of the response tim e, P-token moves into place Po-tkn-cap, which 

models token cap ture  a t priority  0 queue. A t this m om ent, if there is no P- 

token in place Po-queue, i.e., if the  priority  0 queue is empty, the im m ediate 

transition  Po-qut-emp  is enabled and fires, pu tting  the P-token in place Po-srv^end 

th a t  represents end of priority 0 queue service, and fires the  im m ediate transition  

tkn-pas-Pi, passing the token to priority  1 queue.

However, if the  place Po~queue is not em pty when P-token is m arked in place 

Po-tkn-cap, the im m ediate transition P o -m sg s tt  (start of priority  0 message tran s

mission) is enabled and fires, pu tting  the  P-token in place cha-msg-xmt represent

ing a priority 0 message transm ission through the  channel. At the  end of message 

transm ission period, determ inistically tim ed transition  P o -m sg sn d  (end of priority  

0 message transm ission) moves P-token to Po-srv-end, and th e  service of priority  

0 queue is finished.

The TPN  model for priority i (t =  l ,  2 and 3) queue which is given in Fig

ure 4.4 also has message generation subnet and  protocol subnet. The message 

generation subnet consists of two places, Pi-msg-gen  and P,_gueue, and an expo

nentially  tim ed transition , Pi-msg.arv. The behavior of message generation subnet 

for priority  { queue is exactly same as th a t for priority  0 queue, which is described 

above.

The protocol subnet of priority i queue consists of seven im m ediate tran 

sitions, tkn-pas^Pi, T R T ^ s t t ,  TR T i_run , TR Ti-exp ,  P t_gue_emp, P i-m sg s t t  and 

tkn-pas-Pk (or, tk n ^p a sS j+1), two determ inistically tim ed transitions, TR Ti_end
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and Pi„msg_end, and eight places, Pi-tkn-cap^ TRTi-reset, T R T i-ru n , TRTi-exp,  

msg-xmt„pos, cha-msg-xmi and Pi-srv-end, where the transitions tkn-pas-Pi ( i=  1 

to  3), tkn-pas-Pk (k= 2  and 3) and tkn-pas-Sj+1, and th e  place cha-msg-xmt are 

identical to those given in the station subm odel of Figure 4.2.

T ransition tkn-pas-Pi models th a t th e  token is passed from  the queue which is 

one level higher priority  th a n  priority i  queue. When th e  transition  tkn-pas-Pi is 

fired, the  P-token is im m ediately moved in place Pi-tkri-cap, which m odels token 

cap ture  a t priority  i queue. Token R o ta tion  Tim er for priority  i queue (TR Ti)  

is always either in running  sta te  which is modeled by a place labeled T R T i-ru n ,  

or in expired s ta te  which is labeled by TRTi-exp .  Initially P-token is m arked in 

place T R T i-exp , representing TR T i  is in expired mode a t th e  beginning of network 

operation.

If the T R T i  is expired (a m arking of P-token in place T R T i-exp ) when pri

o rity  i  queue captures th e  token (a m arking of P-token in place Pi-tkn-cap), the 

im m ediate transition  T R T i-exp  is enabled and fires, p u ttin g  one P-token in  place 

Pi-srv-end  th a t  represents end of priority  i queue service due to T R T i  expiration, 

and another P-token is moved in place TR Ti-rese t  which models reset of T R T i ■ 

This enables firing of transition  TR T {-s tt,  and T R T i  is restarted  for the  next 

in stan t of token cap ture. W hen P-token is marked in place Pi-srv-end, the  im

m ediate transition  tkri-pas-Pic (if cu rren t queue is priority  1 or 2) or tkri-pasSj+ i  

(if current queue is priority  3) fires, and  the  token is passed to the  lower priority  

queue or to its successor sta tion  in the logical ring, respectively.

However, if T R T i  is running (a m ark ing  of P-token in place T R T i-ru n ) when
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priority  i queue cap tures the  token (a m arking of P-token in place Pi-tkn-cap) , 

the  im m ediate tran sition  T R T i-ru n  is fired, moving P-token in place msg-xmt-pos 

which represents the transm ission of w aiting message is possible. A t th is m om ent, 

if there  is no P-token in place P{-queue, i.e., if the priority i queue is empty, 

the  im m ediate tran sition  Pi-que-emp is enabled and fires, pu tting  the  P-token in 

Pi-srv-end  th a t represents end of priority  i queue service due to em pty queue. Also 

another P-token is moved in place TR Ti-rese t  to reset and restart T R T i  again.

On the o ther hand , if the place Pi-queue  is not em pty when P-token is m arked 

in place msg-xmt-pos, the  im m ediate transition  P i-m sg s t t  (start of priority  i m es

sage transm ission) is enabled and fires, pu tting  the P-token in cha-msg-xmt repre

senting a priority  t message transm ission through the channel, and another P-token 

is im m ediately moved in place TR T i-rese t  to reset and  restart T R T i  again. At 

the  end of a message transm ission period, the determ inistically tim ed transition  

Pi-msg-end  moves P-token from cha-msg-xmt to Pi-srv-end, and the  service of 

priority  i queue is finished.

Based on the  T P N  model of p rio rity  scheme described above, a  sim ulation 

m odel is developed in th e  following section.

4 .2 . D ev e lo p m en t o f  a  S im u la tio n  M od el

Sim ulation is a num erical experim ent technique which im itates th e  operations 

of various kinds of real-world facilities or processes by using a digital com puter. 

This technique involves certain types of m athem atical and logical models th a t  

describe the behavior of a system  over extended periods of real tim e. Since a
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network system is categorized as an event-driven system, the  discrete-event sim u

lation technique is used to  model th e  priority  scheme of token bus protocols [37], 

Discrete-event simulation  concerns th e  modeling of a system  th a t evolves over 

tim e, in which the s ta te  variables change only a t a countable num ber of poin ts 

in tim e. These points in time are th e  ones a t which an event occurs, w here an 

event is defined to  be the instantaneous occurrence which m ay change the s ta te  

of a system . In the  discrete-event sim ulation, a system  is defined as a  collection 

of entities which are jo ined in some regular interaction or independence. E ntities 

are characterized by d a ta  values which are called attributes, and these a ttr ib u te s  

are p a rt of the system  sta tes for a  discrete-event sim ulation model. A lthough 

a discrete-event sim ulation could conceptually be done by hand calculation, the 

am ount of d a ta  th a t m ust be stored and  m anipulated for th e  system  dictates th a t 

discrete-event sim ulation be done on a  digital com puter.

In the network system , the entities of the system  are messages. Messages are 

characterized by the  following a ttribu tes;

1. T im e of generation: the  instan t when a message arrives a t the tran sm itte r  

queue.

2. Message length (or, message transm ission tim e).

3. Source queue: the  queue from w hich a  message is generated.

4. D estination queue: potentially  any queue other th a n  th e  source queue.

5. Message priority: prio rity  of the  queue from which a  message is generated. 

Similar to  the T P N  model described in Section 4.1, the  discrete-event sim u

lation model for the  prio rity  scheme of token bus protocols consists of two sub 
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models; message generation subm odel and protocol subm odel. Message generation 

subm odel drives the entering of newly generated m essages from the environm ent 

into the  system. Protocol subm odel describes the activities occurring w ithin the 

netw ork system.

T he netw ork-operating assum ptions for the sim ulation model are exactly iden

tical to  th a t for analytical model, which include single-service discipline, Poisson 

d istribu tion  of message arrival, constan t message length and infinite queue capac

ity. The same priority  messages are assum ed to have identical message arrival rate 

and  message length. T he sim ulation model is also assum ed to have four priority 

levels according to  the standard  of SAE token bus protocol.

T he sim ulation m odel has a m odular structure  which consists of several events. 

In the  following, the events of the sim ulation model are  described an d  the  rela

tionship  between the T PN  model an d  the sim ulation model is explained. The 

in teraction diagram  am ong the events is shown in F igure  4.5.

1. Initialization: Initialization event reads the sim ulation  and netw ork param e

ters for a given traffic condition.

2. Power_up: In this event, the first message generations in all queues are sched

uled. This event corresponds w ith  the marking of P -token in place P j-m sg -g e n  

(y = 0, 1, 2 and 3) of all stations in the TPN  model a t  the  beginning of network 

operation. The first token pass is also scheduled a t th is instant. In the TPN  

model, this event is modeled as pu tting  a P-token in place tkn^arv^Si of the 

first sta tion  in the logical ring sequence.

3. Message_generation: As new messages are created  to  be p u t in to  queues,
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 X.____
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Figure 4.5: Event In teraction  Diagram  of D iscrete-Event Sim ulation.
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this event reschedules next message generation according to  the  given mes

sage interarrival time. In the T PN  model, th e  exponentially tim ed transition 

Pj-msg-arv  ( j —0, 1, 2 and 3) continuously generates new messages w ith the  

Poisson d istribution , and p u t a P-token into place Pj-queue. To distinguish 

each generated  message, a ttrib u tes  for the message is assigned a t th is m oment.

4. Token_pass: A t this m om ent, token is passed to  the successor in the log

ical ring (fire im m ediate transition  tkn -p a sS j) .  This event schedules the 

Token_receive event after a propagation delay (if applicable).

5. Token_receive: In the T P N  model, this behavior is represented as a place 

tk t i -a rvS j .  This event schedules the end of response tim e.

6 . End_response_time: At th e  end of response tim e, the  transm ission of a mes

sage from priority  0 queue is possible (P-token in place Po-tkri-cap). This s ta 

tion checks if priority 0 queue has waiting messages. If it has (place Po~queue 

is no t em pty), it im m ediately transm its the  waiting message (fire immedi

ate  transition  Po-m sgstt)  by calling M essage_head_trasmission event. If not 

(place Po-queue  is em pty), priority  0 message cannot be tran sm itted  (fire im

m ediate transition  Po-que-emp) and the service of priority  0 queue is finished 

(P-token in place Po-srv-end). It im m ediately passes the  token to  priority  1 

queue (fire im m ediate transition  tkn-pa$-P\ ).

W hen prio rity  i ( i—1, 2 and 3) queue captures the  token (P-token in place 

Pi-tkn-cap) it checks if the  corresponding T R T i  is expired. If the  T R T i  is 

expired (P-token in place TR Ti-exp),  the priority  t queue cannot transm it its 

message (fire transition  TR Ti-exp).  The T R T {  is reset and restarted  for the
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next token cap ture  by calling J ' i 2J '_ rese t/restart event.

On the o th er hand, if th e  T R T i  is not expired (P-token in place TR Ti-run)  

when a prio rity  i queue captures the  token (P-token in place Pi-tkn-cap), the 

waiting m essage can be transm itted  (P-token in place msg-xmt-pos). A t this 

instan t, if there is no waiting message (no P-token in place Pi-queue), the 

service of th is queue is completed (P-token in place Pi-srv-end). If this queue 

is of p rio rity  1 or 2, the  token is passed to  priority 2 or 3 queue, respectively. 

If this queue is priority  3, the token is passed to its successor in the logical 

ring. A t th e  same tim e the T R T i  is reset and res ta rted  for the next token 

capture.

However, if there is w aiting message in priority i queue (place Pi-queue is 

not em pty) when it has a chance to  tran sm it a m essage (P-token in place 

msg-xmt-pos), the queue resets and re s ta rts  its T R T i  and  begins to tran sm it 

a message (fire transition  P i-m sgstt)  by calling Mess age Jiead„transm ission 

event.

7. T f?T '_reset/restart: T his event resets and  restarts the  T R T  (P-token in place 

TRTi-reset). This event schedules end of T R T i  event, T R T - e nd. W hen T R T  

is reset, th e  scheduled event of T R T -e nd is elim inated from  the event calendar.

8. T R T -e  nd: This event indicates expiration of corresponding T R T i  (P-token 

in place TRTi-exp).

9. M essage_head_transmission: At this event, head of message is transm itted . 

This event schedules reception of the  head  of message. Transm ission of the 

tail of m essage is also scheduled a t th is moment to  take into account the
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message transm ission tim e.

10. Message_tail_transmission: This event transm its tail of message. W hen a 

message transm ission is com pleted, service of th is queue is completed (P- 

token in place P ,_srr_cnd), and a  message transm ission from the next priority  

queue is exam ined if i= 0 , 1 and 2, or the  token is passed to  its successor if 

1= 3. This event schedules reception of th e  tail of message.

11. Message_receiption: After a message is completely received, the  sta tistica l 

da ta  such as mean and standard  deviation of queueing delay, d a ta  latency, 

th roughput and bus utilization for each priority  class are collected. 

Commonly used languages for discrete-event sim ulation include FO RTRAN,

GPSS [38], SIM SC R IPT II.5 [39], SIMULA [40], SLAM [41] and SIMAN [42]. 

SIMAN was selected as the  language for sim ulation in view of the  following re

quirements:

1. P rogram m ing flexibility.

2. M odularity  and struc tu red  program m ing.

3. Built-in d a ta  analysis and  real-tim e event scheduling capacities.

4. Verification and run-tim e debugging.

5. Combined discrete-event and continuous-tim e sim ulation capacities.

6 . Program  portability.

Further details of SIMAN and its com parison w ith o ther sim ulation languages 

are provided in [43],
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C h a p te r  5

C O M P A R IS O N  OF A N A L Y T IC A L  M O D E L  W IT H  

S IM U L A T IO N  E X P E R IM E N T

This chap ter provides a com parison of the  results derived from  analytical 

and sim ulation models presented in C hapter 3 and C hapter 4, respectively. The 

analysis was perform ed under the following assum ptions;

1. The processes within a  queue are independent of the processes within the 

o ther queues.

2, W hen the  token arrives a t a priority  i (t—1 to  K ) queue, the message waiting 

process and  T R T i  expiration process a t th a t  queue are independent. 

Accuracy of the  analytical model is found to  be be tter a t low traffic since the

above assum ptions are asym ptotically exact for zero arrival rates. The analytical 

results are less accurate a t heavy traffic. T his is because the  processes w ithin  

a  queue are dependent upon those w ithin the  o th er queues. In addition, as the 

traffic increases, T R T i  expiration process and message waiting process a t a queue 

becomes m ore dependent of each other.

The offered traffic is an im portan t param eter for the m easurem ent of network 

perform ance, and is defined as follows [5].

D e f in it io n  5 .1 : Offered traffic for the priority  i  class is defined as the  expected 

value of the to ta l message transm ission tim e of the  priority i  class traffic on the 

network per un it tim e, and can be expressed as;



www.manaraa.com

72

where,

N i=  N um ber of the priority  i queue in the network.

Average transm ission tim e of the priority i message in unit of tim e, i.e., length

of the message in b its divided by the d a ta  latency in b it/u n it  time.

T{= Average message interarrival tim e of the  priority  i queue (77 =  1 / Ax) . ■

D e fin it io n  5 .2 : Total offered traffic is the sum  of the individual offered traffic of 

each priority  level, and is expressed as

K
G  =  £  Gi (5.2)

t= 0

■

In this thesis, two different traffic conditions are considered. The first is the 

im portan t case of asymmetric system  in which the  message length and message 

generation interval at each priority  level are different from  each other. In the ICCS, 

high priority  messages (real-tim e d a ta  such els sensor and controller information) 

usually have short lengths and high message interarrival rates, and low priority  

messages (non-real-tim e d a ta  such as those for CAD inform ation and file tran s

fer) are usually long and ra th e r infrequently transm itted . Real-tim e d a ta  have a 

sm aller and tighter upper bound on the  d a ta  latency th an  th a t of non-real-tim e 

da ta . Thus, real-tim e d a ta  should receive preferential trea tm en t a t the  expense 

of the increased d a ta  latency of non-real-tim e d a ta  which can to lerate larger d a ta  

latency.

Next, a symmetric system  is considered, where the  message length and mes

sage generation interval for all priority classes are identical. Since the  d a ta  latency
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is the most im portan t factor for the network perform ance, the perform ance of pri

ority scheme is analyzed on the  basis of d a ta  latency.

Case 1: Asym m etric Traffic

For the asym m etric case, th ree  different traffic loads, low (G = 0.2), m edium  

(G —0.5) and high (G =0.8), and  four levels of priority  are considered. Offered 

traffic of each individual priority  class is assum ed to be identical, i.e., Go — G j =  

G 2 =  G3. T he traffic condition is given as follows.

1. Message transm ission tim e: L q = 0.1 m sec, L \  = 0 .2m sec, L 2 =  0,3msec, 

Ls  — 0.4m sec.

2. Num ber of queues: No =  N i  = N 2 =  iV3= 4 .

3. Average message interarrival tim e

G = 0 .2: To — 8msec, t j  =  16msec, r2 = 24msec, 73 =  32m sec,

G —0.5: To — 3.2m sec, Ti — 6.4m sec, r2 =  9.6m sec, 73 =  12.8msec, 

G = 0 .8: r0 =  2m sec, Ti — 4m sec, r2 =  6m sec, 73 =  8msec.

4. Total idle tim e due to s ta tio n  response and propagation delay a t all sta tions 

during one token cycle: i2=0.006 msec.

5. T R T 2 =  2 T R T z , T R T i  = Z T R T z .

The sim ulation results are dependent upon the seed num ber of the  random  

num ber generator. T hat is, even under the sam e traffic condition, the  results could 

be changed if different seed num bers are used. Because of the  random ness of da ta  

latency, sim ulation results should be m easured based on the sufficient collection of 

sta tistical da ta . Therefore, 10 different experim ents were perform ed w ith different 

seed num bers. S tatistical d a ta  obtained  from these 10 experim ents were used to
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obtain  95 % confidence interval.

Average d a ta  latencies obtained from  both sim ulation and analytical models 

at th is traffic condition for offered traffic G = 0.2, 0.5 and 0.8 are shown in Figures 

5.1 to  5.3, respectively. These figures illustra te  the change of average d a ta  latencies 

of priority  0, 1, 2 and 3 messages as the  values of T R T i ,  T R T 2 and T R T 3 increase. 

The abscissa in each figure is T R T 3 values, and T R T 2 and  T R T i  are set a t 2 T R T 3 

and 3T R T $,  respectively. In Figures 5.1 to  5.3, da ta  latencies determ ined from 

the analytical model are represented by solid, long dashed, dashed and dotted 

lines for priority  0, 1, 2 and 3, respectively. The d a ta  latencies obtained from 

the sim ulation model are given as circle (O ) , cross (x ) ,  triangle (A ) and square 

(□) for priorities 0, 1, 2 and 3, respectively. The sim ulation results indicate the 

intervals between symbols to represent 95 % confidence.

Figure 5.1 shows th a t, a t low offered traffic (G =0.2), d a ta  latencies for all 

priority  classes are practically independent of the T R T  values in con trast to  those 

for m edium  (G=0.5) and  high (G =0.8) offered traffic in Figures 5.2 and 5.3, re

spectively. The rationale is th a t, a t low offered traffic, m ost of the  queues are 

em pty when the  token arrives. Since th e  token circulation tim e is relatively short 

a t low traffic, T R T 's  are usually in runn ing  sta te , i.e., no t expired, when the token 

arrives. Therefore, the unexpired T R T ’s have no bearing on the d a ta  latencies of 

all priority  classes at low traffic.

Figures 5.2 to 5.3 show that, for G =0.5  and 0.8, the  dependence of d a ta  la

tency on the  respective T R T  values exhibits a  close agreem ent between sim ulation 

and analytical results. W hen the T R T i  ( i= l ,  2 and 3) are  set to very sm all values,
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i.e., T i?T3= 10m sec, d a ta  latency for priority  0 is reduced to a low value. This is 

because the T R T ' s are set so small th a t m ost of the priority 1, 2 and 3 messages 

experience T R T  expiration, and the  channel capacity is practically dedicated to 

priority  0 class, and the priority  1, 2 and 3 queues are allowed to  transm it us

ing the  left-over channel capacity. D ata latency for priority 0 increases as T R T i  

( i= l ,  2 and 3) increases, because the the transm ission of lower priority  (priority 

1, 2 and 3) messages are less dependent on th e  respective T R T  expiration. Thus, 

more channel capacity is assigned to  the  lower priority  messages. This causes an 

increase in the  d a ta  latency of priority  0 messages.

For a given traffic condition, the  possible token circulation tim es are noLo +  

n j L i  +  TI2L2 +  713X̂ 3 + R, (m  = 0 , . . . ,  4). Since L j  ( j=  0, 1, 2 and 3) are m ultiple of

0.1 msec  in th is traffic condition, the  token circulation times are d istribu ted  w ith 

an interval of 0.1 msec. F igure 5.4 shows the probability  density function of token 

circulation tim e, TV, for <7=0.5 and !Ti2T3=0.055 m sec . D ata latency for priority 

i class decreases when T R T i  is set ju s t beyond a possible token circulation time. 

This is the reason why d a ta  latency for priority  i ( t= l ,  2 and 3) class decreases 

w ith the TRTi  interval of 0.1 msec.

Figures 5.2 and 5.3 show th a t, as T R T i  ( i = l  to 3) increases, th e  analytical 

model generally underestim ates d a ta  latency. T his is because, as T R T i  increases, 

messages are less subject to  the T R T i  expiration and the priority  scheme model 

is closer to the  K uehn’s m odel (w ithout the p rio rity  scheme).

The results obtained from  K uehn’s model (w ithout the priority scheme) under 

the  same traffic condition is given in Figure 5.5 (K uehn’s model m ay be viewed th a t
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all T R T 's are set to  infinity). Stations in the network are divided into four groups 

(group 0,  1, 2 and 3) according to  their message transm ission tim e (X-i). Traffic 

condition of group i is identical to  th a t  of priority  i class given in Case 1. Figure 

5.5 exhibits d a ta  latency as a  function of offered traffic G for each group. The 

change of d a ta  latencies determ ined from K uehn’s model are represented as solid, 

long dashed, dashed and dotted  lines for the groups 0, 1, 2 and 3, respectively. 

The d a ta  latencies obtained from the sim ulation model are given as circle (O )t 

cross (x ) , triangle (A) and square {□) for groups 0, 1, 2 and 3, respectively, w ith 

95 % confidence intervals. This figure shows th a t K uehn’s model underestim ates 

the d a ta  latency, especially a t high offered load (G=0.8) for the group 0. This 

error in d a ta  latency is inevitable as the variance of the token circulation time is 

inadequately evaluated due to  the  independence assum ption [23], A comparison 

of the  results of Figures 5.3 and 5.5 (at G =0.8) shows th a t the  results of priority 

scheme model are significantly superior to those of the  K uehn’s m odel. This is 

because the and fi"  given in (3.42) and (3.43) of C hapter 3 allow m ore accurate 

estim ation of the  variance of the  effective service tim e T " .  This largely alleviates 

the problem  of erroneous estim ation of d a ta  latency, which is unavoidable whenever 

the independence assum ption is used.

A qualitative assessm ent of Figures 5.1 to  5.3 is th a t accuracy of the  analyt

ical model is good for low (G =0.2) to m edium  (G =0.5) traffic. However, when 

the traffic is high (G =0.8), th e  analytical m odel becomes less accurate. This is 

because, a t high offered traffic, more messages are built up in the  queue and the 

s ta te  of a queue is more dependent upon th e  sta tes of the  o ther queues. Also,
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T R T i  expiration process a t a  queue is more dependent upon the  message w ait

ing process a t the  same queue. Since the analysis is based on the  independence 

assum ptions, the  accuracy of the analytical model is degraded a t high traffic.

Case 2: Sym m etric Traffic

For a sym m etric system , three different offered loads, low (G =0.2), m edium  

(G =0.5) and  high (G =0.8), are considered. Offered traffic of each individual 

priority class is assumed to  be identical, i.e., G0 = G\ = G 2 =  G 3. The traffic 

condition is given as follows.

1. Message transm ission time: Lq — L i  = L 2 — Lz = L —0.05 msec.

2. N um ber of queues: No = N \ ~  N 2 = N 3 =4.

3. Average message interarrival tim e

G —0 .2: to = T\ =  T2 = 73 =  4m sec,

G =0,5: To =  r i =  T2 =  Tz = 1.6msec,

G = 0.8: To ~  T\ — 72 =  t 3 =  1msec,

4. Total idle tim e: i2=0.006 msec.

5. T R T 2 =  2 T R T 3 ,T R T !  = 3T R T 3.

The sim ulation results were obtained on the  basis of 95 % confidence interval, 

and the results from bo th  sim ulation and analytical models for G =0.2, 0.5 and

0.8 are given in Figures 5.6 to 5.8, respectively, w ith d ata  latencies of priority 0 ,

1, 2 and 3 messages versus the respective values of TRT{. T he lines and symbols 

which represent the da ta  latencies obtained from  analytical and  sim ulation models 

for each priority  class are th e  same as those in Figures 5.1 to  5.3.
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The characteristics of da ta  latency for the sym m etric case are the sam e as 

those for the asym m etric case, except th a t the period of d a ta  latency decrem ent 

for p rio rity  1, 2 and 3 levels is 0.05 msec.  A probability density function of token 

circulation tim e for C?=0.5 and 212273=0.055 msec  is given in Figure 5.9. Since 

the system  is sym m etric, the  possible token circulation tim es 2V are nL +  R ( n  =  

0, . . . ,1 6 ) .  Thus, the d a ta  latency for priority  1, 2 and 3 levels decreases with 

a  T R T i  interval of L  (0.05 msec).  W hen the d a ta  latency of a priority  level 

decreases, the d a ta  latencies of all the  o ther priority levels tend to increase.

W hen TR Ti  (*'=1, 2 and 3) are set to  large values, e.g., TRT$  =  0.2m sec, 

d a ta  latency differences (or, queueing delay differences) am ong priority 0, 1, 2 and 

3 classes become sm aller. This is because T R T 's  are set sufficiently large so tha t 

m ost of the priority  1, 2 and 3 messages are transm itted  before the expiry of the 

respective T R T .

Figure 5.8 shows th a t, a t high offered traffic (G =0.8), when T R T i  2

and 3) are set to sm all values, accuracy of the  d a ta  latency of lower priority  levels 

(priority  1, 2 and 3) is reduced. T his is because m ore messages are bu ilt up in 

the queues due to  T R T i  expiration a t this traffic condition. Thus, the  s ta te  of a 

queue is more dependent upon the sta tes of the  other queues. Since the  analytical 

m odel is developed on the  basis of th e  independence assum ptions, the  accuracy 

is reduced a t these traffic conditions. This phenom enon is sim ilar to  th a t for 

asym m etric traffic in Case 1.

Accuracy of the  analytical m odel is reduced especially for priority  3 queues 

under high traffic (G =0.8) because of the independence assum ptions. At high
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traffic, more messages are built up in the priority  3 queues and the  effect of inde

pendence assum ptions becomes m ore significant. However, accuracy of th e  priority 

3 d a ta  latency is not so significant from  the view poin t of ICCS netw ork design 

and operation, because the priority  3 class is usually assigned to  non-real-tim e 

d a ta  which is no t tim e-critical.

Although the  analytical model developed in this thesis is approxim ate, its 

com parison with the sim ulation experim ents shows th a t the  model closely reflects 

the  properties of the priority  scheme in token bus protocols.
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P R E L IM IN A R Y  D E S IG N  O F IC C S N E T W O R K S

In ICCS networks, d a ta  latency a t each station  is designed to have a  m axi

mum bound. T he m axim um  allowable d a ta  latency is determ ined by the s ta tio n ’s 

functional characteristics. For exam ple, certain  control loops in the ICCS netw ork 

may have faster dynamics th an  others, thus the  real-tim e da ta  (such as sensor 

and controller inform ation) generated from these stations m ust have sm aller d a ta  

latency. To accomplish th is design requirem ent, the p rio rity  scheme in token bus 

protocols has been introduced.

This chap ter introduces an approach for prelim inary design of ICCS netw orks 

which use token bus protocols w ith the priority  scheme. Design criteria for ICCS 

networks are described in Section 6.1. Section 6.2 illustrates an example of ICCS 

network design.

6 .1 . P re lim in a ry  D esig n  C riter ia  o f  IC C S  N etw ork

In the ICCS network which has a priority  m echanism , access of m edium  is 

controlled by T R T  tim ers. As described in C hap ter 5, d a ta  latency is heavily de

pendent upon th e  T R T  values as well as the message length and interarrival tim e. 

W hen the ICCS network is designed, the  message length and  interarrival tim e  at 

each station  are usually determ ined a priori according to  the ir functional charac

teristics. Furtherm ore, controlling of m edium  access can be easily accomplished 

by simply adjusting  the T R T  tim er values. To efficiently design and opera te  a
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network system , optim al T R T  values should be determ ined.

D eterm ination of optim al T R T  values using the sim ulation technique is time- 

consum ing and very cum bersom e when a large num ber design options are available. 

T he analytical model developed in C hapter 3 can be directly used to  determ ine 

a t least sub-optim al values of T R T  w ith little effort.

As m entioned earlier, th e  ICCS network has to be designed such th a t d a ta  

latency at each station  is bounded by the pre-determ ined value w ith a given con

fidence. To achieve this goal, it is necessary to  obtain the average and variance 

of d a ta  latency and preferably higher m om ents. As an extension of this thesis, 

the  variance of d a ta  latency a t each priority class need to  be investigated. How

ever, a t this stage of prelim inary ICCS networks design, no inform ation regarding 

the  variance of d a ta  latency need to be generated. Intuitively, if the  variance of 

effective service tim e (see Definition 3.2 of C hap ter 3) decreases, the  variance of 

d a ta  latency will also decrease (this postu lation  will be reviewed in Section 6.2). 

In the  ICCS, d a ta  latency of real-tim e d a ta  is critical, while it is no t so significant 

for non-real-tim e data. Therefore, as an initial design step of ICCS network, an 

alternative design criteria is introduced, which minimize the  sum  of the  variances 

of effective service times of all the  priority levels which accom m odate real-tim e 

d a ta  such th a t the  average d a ta  latency of each priority  class is bounded by a 

pre-determ ined value w ith a specified confidence interval.

Based on th is design criteria , form ulation of the objective function and con

s tra in t equations for optim ization of T R T  param eters is suggested as follows;
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M
Minimize ^ [ a } ( T R T )  +  cr"(TR T)]

j = o

Subject to  Z>t (T R T ) <  (w i/c i)6 i , i =  0 , . . .  , K  (6.1)

T R T  =  [TR Ti, T R T 2, . . . , T R T K ]

where

o'-(T R T ) ,0y '(T R T ) =  variance of the  conditional effective service tim e for 

priority  j  class,

A f= bound  of the  priority level which accom m odates real-tim e data , 

Z ?t(T R T )=average d a ta  latency of the priority i class, 

u>t=design safety factor for the priority  i class,

C i=com pensation coefficient for average d a ta  latency of the priority  i class, 

<5(-=bound of average d a ta  latency of the priority i class, 

i f = th e  lowest priority  level.

Using the  notations in C hapter 3, the  variances of conditional effective service 

tim es o'j and a are determ ined as follows;

a } = 5 f -  i f  (6.2)

a ’! = T V * - I f 2 (6.3)

Wi denotes the  safety factor which allows a safety m argin  of network design. ct- 

is used to com pensate the  difference between analytical m odel and sim ulation ex

perim ent. However, only tui/c,- is needed for optim ization. A com parison w ith 

sim ulation experim ents given in C hap ter 5 shows th a t th e  analytical model gener

ally underestim ates d a ta  latency. Therefore, it is desirable to  set sufficiently
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sm aller th a n  one to  take into account a safety m argin  of netw ork design and un

derestim ation  of the  analy tical m odel.

Since the objective and co n stra in t equations are form ulated as nonlinear func

tions, nonlinear program m ing technique offers a solution for th is optim ization  

problem . In th is optim ization problem , the  co n stra in t function (average d a ta  la

tency of the  p rio rity  i class) is a  com bination of s tep  functions w ith  respect to  the 

design variables (T R T j , j = 1 to  K ), i.e., the  co n stra in t functions are no t con tin 

uously differentiable w ith respect to  th e  design variables. To avoid th is problem , 

a m ultip lier m ethod  [44] is used in th is thesis, w hich transform s the  constrained  

optim ization  problem  to unconstra ined  op tim ization  problem . T he unconstra ined  

optim ization  problem  is solved by using the  Hook-Jeeve m ethod  [45] which is one 

of th e  m ulti-d im ensional search m ethods th a t  do no t require derivatives. D etailed 

solution approach  for th e  op tim ization  problem  is described in A ppendix  B.

6 .2 . A n  E x a m p le  o f  IC C S  N e tw o r k  D e s ig n

In th is section, an exam ple of ICCS netw ork design is illustra ted . T he netw ork 

is required to  provide com m unication services to  tw o types of subscribers, i.e., real

tim e and non-real-tim e da ta . A lthough occasional losses of real-tim e d a ta  packets 

can be to le ra ted , netw ork-induced delays are critical for real-tim e opera tions and 

m ust not exceed specified bounds. In co n trast non-real-tim e d a ta  do n o t have to  

be processed w ith in  specified tim e-constra in ts b u t  need the assurance of accura te  

delivery. T hus, the  real-tim e d a ta  should receive preferential trea tm e n t a t  the  

expense of the  increased d a ta  latency of non-real-tim e data .
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As shown in F igure 5.1 of C hap ter 5, a t low offered traffic, d a ta  latencies for 

all priority  classes are alm ost unaffected by the  change of T R T  values. Thus, op ti

m ization of T R T  have no significant bearing a t low offered traffic. ICCS networks 

are  no t usually opera ted  under heavy traffic because of network stability. An ex

am ple of ICCS netw ork design for the  practical case of m edium  traffic (G=0.48) 

is presented below.

E x a m p le : An ICCS network consists of four stations. Each sta tion  has four 

p rio rity  queues, p rio rity  0, 1, 2 and 3, w ith 0 corresponding to the highest priority  

and  3 to  the lowest. P riority  0 and 1 are assigned to  accom m odate real-tim e 

d a ta , and priority 2 and 3 are to accom m odate non-real-tim e data . Lengths of the 

p rio rity  0, 1, 2 and 3 messages are packetized by 0.05 m sec, 0.15 m sec, 0.32 msec  

and  0.5 msec, respectively. Average message interarrival times for the  priority  0, 

1, 2 and 3 messages are 1.86 m sec, 6 m sec, 9 m sec and 15 m sec, respectively. 

Average data  latencies for the priority  0, 1, 2 and 3 classes are assum ed to  be 

bounded  to 0.25 m sec, 0.47 msec, 0.9 m sec and 1.6 m sec, respectively. Design 

param eters Wijci for all priority classes are set to  0.5.

The objective is to  find the op tim al T R T i  (*=1, 2 and 3) values which m in

imizes the sum  of d a ta  latency variances of real-tim e d a ta  such th a t the  average 

d a ta  latency for each priority  class is bounded to  the values given above. ■

Using a com puter program  developed on the  basis of the  analytical model in 

C hap te r 3 and the  optim ization algorithm s in A ppendix B, the optim al T R T  for 

the  priority  1, 2 and  3, T R T ^ T R T ^  and  T R T 3 , are determ ined as 0.2 m sec, 0.09 

m sec  and 0.05 m sec, respectively.
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M inim ization of the sum  of d a ta  latency variances of real-tim e d a ta  is ex

am ined by perturb ing  design variables T R T i  ( i= l  to 3). Figure 6.1 exhibits the 

change of the  sum  of d a ta  latency variances of real-tim e d a ta  which is obtained 

from  the sim ulation model w ith respect to the  pertu rbations of T R T ?  (i—1 to 3). 

T he solid line w ith circle (O ) represents the  change of the  sum of d a ta  latency 

variances of real-tim e d a ta  when T R T i  is p e rtu rbed  from  0.05 msec  to  0.5 m sec , 

while T R T 2 and T R T £  are fixed to  0.09 msec  and 0.05 m sec, respectively. T he 

dashed line w ith cross (x )  shows the change of the  sum  of d a ta  latency variances of 

real-tim e d a ta  when T R T 2 is pertu rbed  from 0.05 msec  to  0.5 msec,  while T R T ^  

and T R T £  are fixed to  0.2 msec  and 0.05 m sec , respectively. The dotted  line 

w ith triangle (A) represents the change of the  sum  of d a ta  latency variances of 

real-tim e da ta  when TR T $  is pertu rbed  from  0.05 msec  to  0.5 m sec, while T R T {  

and  T R T 2 are fixed to 0.2 msec and 0.09 msec,  respectively.

Similarly, the change of the  objective function of this design procedure (sum  of 

effective service tim e variances of real-tim e data) w ith respect to the pertu rbations 

of T R T ~  ( i= l  to  3) is obtained from the analytical model, and  illustrated in Figure

6.2. The lines and symbols which represent the  pertu rba tions of the  objective 

function are th e  same as those described in F igure 6.1.

Figures 6.1 and 6.2 show sim ilar p a tte rn  of change w ith  respect to  the per

tu rbations of TRT'i  ( f= l  to  3), i.e., when th e  sum  of d a ta  latency variances of 

real-tim e d a ta  increases (decreases) the sum  of effective service tim e variances of 

real-tim e d a ta  also increases (decreases). T hus, the  the sum  of effective service 

tim e variances is another candidate  for the objective function of the prelim inary
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X - -  -X  p e r tu rb a t io n  o f TRT2

p e r tu rb a t io n  o f  TRTr

in feasib le  reg ion  w h e re  in eq u a lity  c o n s tra in ts  
o f  average  d a t a  la te n c y  a re  v io la te d
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F ig u re  6.2: P e r tu r b a t io n  of th e  S u m  of E ffective S erv ice T im e V ariances of 

R ea l-T im e  D a ta  w ith  re sp ec t to  T R T ‘ .



www.manaraa.com

100

design of ICCS netw orks.

F igure 6.1 shows th a t, if T R T \  is set to  a value which is g rea ter th an  T R T j 

(0.2 msec)  and  T R T ■> is set to  a  value which is sm aller th an  TRT% (0.09 msec) ,  the  

sum  of d a ta  latency variances of real-tim e d a ta  is m ore reduced. However, these 

conditions violate the constra in ts of average d a ta  latencies w hich are im posed on 

th e  analy tical m odel. Infeasible region w here inequality  constra in ts  of average 

d a ta  latency given in (6.1) are v iolated (note th a t  the  design p aram eters Wifci  is 

set to 0.5) is m arked in F igure 6.1.

T R T '? m ust be very close to  the  actual op tim al T R T i  values because, els show n 

in F igure 6.1, T R T i  an<  ̂ TRT% a re  very close to  th e  m inim um  poin ts of th e  curves 

{TRT£  is located in the m in im um  poin t of th e  curve). T he average d a ta  latencies 

for p rio rity  0, 1, 2 and 3 a t these T R T '? ( i—1 to  3) values are  ob tained  from  

analy tical and  sim ulation m odels as follows:

Table 6.1: Average D ata  Latencies a t M edium  Traffic Load

priority average d a ta  latency (m sec) 
sim ulation analysis

(wi/c{)  x b o u n d  of average 
d a ta  latency (m sec)

0 0.134±0.002 0.125 0.125
1 0.271±0.005 0.233 0.235
2 0.476±0.008 0.443 0.45
3 0.699±0.014 0.799 0.8

The op tim al T R T ?  values satisfy  the  constra in ts  for the  average d a ta  latencies 

of all p rio rity  classes.
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Figure 5.3 of C hapter 5 shows th a t the analytical model do not closely agree 

w ith the sim ulation results a t high traffic. O ptim ization of T R T  values a t high 

traffic is illustrated as follows. Length of the prio rity  0, 1, 2 and 3 messages are the 

sam e as those given in the  previous example. Average message interarrival times 

of the priority  0, 1, 2 and 3 messages are ad justed  to  1 msec,  3 m sec , 6.4 msec 

and 10 msec,  respectively, and the  offered traffic G  is increased to 0.8. Average 

d a ta  latencies for the priority  0, 1, 2 and 3 classes are bounded to 0.354 msec ,

0.72 msec,  2.4 msec  and 4.4 msec,  respectively. Design param eters u>t*/ct- for all 

priority  classes are set to 0.5. The optim al T R T  of the  priority 1, 2 and 3 classes 

for the  given traffic condition were obtained as 0.13 msec,  0.1 msec  and 0.03 msec, 

respectively.

For these optim al T R T  values, the  average d a ta  latencies of p rio rity  0, 1, 2 

and 3 a t high traffic were determ ined from analytical and sim ulation models as 

follows:

Table 6.2: Average D ata  Latencies a t High Traffic Load

priority average d a ta  latency (msec) 
sim ulation analysis

(wi/ci)  x bound  of average 
d a ta  latency (msec)

0 0.205±0.002 0.176 0.177
1 0.598±0.010 0,359 0.36
2 0,858±0.020 1.188 1.2
3 1.728±0.070 2.164 2.2
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A com parison of Tables 6.1 and 6.2 shows th a t, accuracy of the  analytical 

m odel is not significantly reduced a t high offered traffic from the perspectives of 

netw ork design.

TRT~  which are obtained from  this design procedure are not actual optim al 

T R T i  values because our analytical model is approxim ate. Therefore, the design 

procedure provided above requires a careful exam ination before being applied for 

th e  final design of ICCS networks. However, th is procedure can be used as an 

initial step for ICCS networks design, i.e., the  T R T " s obtained from this design 

procedure can be used as initial values of p e rtu rb a tio n  analysis. The actual optim al 

T R T  values should be obtained by perturb ing  T R T ' s  in the  sim ulation model. 

Since the  analytically determ ined T R T *'s are expected to be close to  the actual 

optim al T R T  values, the  num ber of com parison of alternative design points can 

be considerably reduced.
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S U M M A R Y , C O N C L U S IO N S  A N D  

R E C O M M E N D A T IO N S  F O R  F U T U R E  W O R K

In this chapter, sum m ary, conclusions and  recom m endations for future work 

are described in Sections 7.1, 7.2 and 7.3, respectively.

7 .1 . S u m m a ry

The In tegrated  Com m unication and Control Systems (ICCS) netw ork requires 

accom m odation of heterogeneous traffic of real-tim e data  and non-real-tim e data . 

Real-tim e d a ta  have a sm aller and tighter upper bound on the  d a ta  latency th an  

th a t of non-real-tim e da ta . T hus, it should receive preferential trea tm en t a t the 

expense of th e  increased d a ta  latency of non-real-tim e d a ta  w hich can to lerate  

larger delays. The priority  scheme provides different levels of privilege of m edium  

access so th a t the d a ta  latency of each priority message rem ains w ith in  its bound.

T he token bus protocol is one of the m ost widely accepted M edium  Access 

Control (MAC) protocols for ICCS network because of its perform ance character

istics such as bounded d a ta  latency and high throughput. Token bus protocols 

also provide certain  advantages such as flexibility of operations, evolutionary de

sign process, and ease of m aintenance, diagnostics and m onitoring. In addition, 

token bus protocols have a p rio rity  m echanism  which allows for the  differential 

trea tm en t for different message priorities.
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Perform ance analysis of the priority  scheme in token bus protocols is essential 

for effective design and operation of ICCS netw orks th a t use such protocols. This 

problem  can be solved by using discrete-event sim ulation technique. However, the 

sim ulation technique suffers from  heavy com putations which prove to be costly 

and tim e-consum ing. A m athem atical model could save the cost of numerous 

sim ulation runs and provide m ore direct insight in to  the problem.

In this thesis, an analytical m odel which approxim ately evaluates the per

formance of th e  priority scheme is developed. From  this analytical model, the 

relationships between the key netw ork param eters, i.e., num ber of stations, mes

sage interarrival tim e, message length and priority  tim er, and th e  network per

formances, i.e., average queueing delay, average d a ta  latency and average queue 

length, have been determ ined for all priority classes.

The basic netw ork-operating assum ptions used in this thesis include the Pois- 

son d istribu tion  of message arrival, constant message length, infinite queue ca

pacity and single-service system  (i.e., one m essage transm ission a t a  tim e). The 

restriction of constan t message length  can be lifted if the com plete statistics of 

the  message length  are available. Because of th e  m athem atical in tractability , ap

proxim ation using the aforesaid assum ptions of independence has been adopted. 

This implies th a t  processes a t each queue are independent of each o ther, and also 

the  message w aiting process and T R T  expiration process a t the sam e queue are 

independent.

The analytical model determ ines the probability  th a t a m essage is served at 

the  instant w hen the token arrives a t a  priority  i queue. The m om ent genera
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tion functions of the conditional token circulation times for prio rity  i class are 

determ ined on this basis. By using the inverse Laplace-Stieltjes Transform ation, 

the probability  density functions of the conditional token circulation times are 

obtained. T he probability density function is in tegrated from 0 to  T R T i  to  deter

mine the probability  th a t the Token Rotation T im er is not expired when the token 

arrives at a  priority  i queue. Based on this probability  and the conditional token 

circulation tim es, the first and second moments of the  conditional effective service 

times of each priority class are obtained. The average queueing delay for each 

priority level is determ ined from th e  first two m om ents of the  conditional effective 

service tim es. Average d a ta  latency and average queue length for each priority 

class are also determ ined along w ith the  stability  conditions of the  network. As 

described in the  Remark A .l of A ppendix A, any higher m om ents of the  queueing 

delay a t each priority level can be evaluated from  the m om ent generation func

tion of queueing delay given in {A .24) of A ppendix A and the  m om ent generation 

function of the  conditional effective service tim e given in (3.59) of C hapter 3.

A P e tri net model has been developed to  investigate the  struc tu re  and dy

namic behavior of the priority scheme in token bus protocols under norm al oper

ating conditions. Based on the P e tri net model, a  sim ulation m odel is developed 

using SIM AN [42]. The analytical m odel is verified by the sim ulation experim ents.

A com parison of the analytical model w ith sim ulation experim ents exhibits 

th a t (l) accuracy of the analytical model is good for low to  m edium  traffic, and is 

degraded a t high traffic; and (2) accuracy of the  analytical m odel is reduced as the 

priority level becomes lower. The first item  is not a  serious problem  because ICCS
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networks are seldom  operated  under heavy traffic because of network stability. 

The second item  is not any m ajor concern because a lower priority  class usually 

accom m odates non-reai-tim e d a ta  which is not tim e-critical.

A lbeit the  fact th a t  the analytical model is not exact, the trend  of average 

d a ta  latency w ith respect to T R T  is accurate for all priority  levels. Therefore, the 

analytical model closely reflects the  properties of the  priority  scheme in token bus 

protocols.

The analytical m odel developed in this thesis can be used as a prelim inary 

design tool for ICCS networks. An approach for the  initial phase of network design 

has been presented.

7 .2 . C o n c lu s io n s

The major conclusions derived from  the analytical and sim ulation models th a t 

have been developed in this thesis are given below;

1. T he effects of priority  scheme becomes more dom inant as the  traffic load 

increases.

2. The d a ta  latency of the priority  t class decreases as T R T i  Is set larger th an  a 

possible token circulation tim e.

3. For a  given offered traffic, as th e  d a ta  latency of a priority i class decreases, 

the  d a ta  latencies of all the o ther priority classes tend  to increase.

4. In general, accuracy of the analytical model is good for low to m edium  traffic 

load, and m onotonically deteriorates as the traffic increases.
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5. Accuracy of the analytical m odel is degraded at high traffic load especially at 

the lowest priority. This is the  effect of the  independence assum ptions.

7 .3 . R eco m m en d a tio n s for F u tu re  W ork

The topics for future research are delineated below.

1. Form ulation of the analytical relationship between queueing processes during 

a  token circulation, and the relationship between successive token circulation 

times w ith respect to  each queue. This is essential for improving the  accuracy 

of the cu rren t analytical model.

2. Development of an analytical m odel w ith finite queue length. In an actual 

network system , each queue has a fixed queue capacity.

3. Extension of the analytical m odel for the exhaustive and gated service systems 

instead of the  single-service system .

4. Development of a pertu rbation  analysis model for prediction and optim ization 

of ICCS netw ork perform ance.

5. Developm ent of a  system atic m ethodology th a t provides an interface between 

the  disciplines of the  com m unication and control system s engineering for ICCS 

design.
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D E R IV A T IO N  O F A P P R O X IM A T E  W A IT IN G  T IM E  

F O R  T H E  P R IO R IT Y  S C H E M E

In this appendix, the  expected value of w aiting time a t each priority  level is 

derived. The analytical technique builds upon th e  concept of conditional effective 

service times which are assum ed to  be independent and identically distributed 

(i.i.d.) variables. T he conditional cycle tim e in K uehn’s model [23] is replaced 

by th e  conditional effective service tim e. The assum ptions and no tations used in 

th is appendix are sam e as those given in C hap ter 3. In this thesis, only the sta te  

of th e  num ber of w aiting messages of a  particu lar priority  i queue is considered. 

The analysis does no t apply to  continuous tim e b u t is restricted to  a  set of tim e 

epoches which are the scan instan ts and the d ep artu re  instants of th e  token a t the 

queue under consideration. The scan instan t for p rio rity  0 is defined as the instant 

when the  token arrives a t a  priority  0 queue. For the  priority 1 to  i f  queues, the 

scan in stan t is defined as the instan t when the token arrives a t a p rio rity  i ( i= l  to 

K )  queue and the corresponding T R T {  is not expired. D eparture instan t defines 

th e  tim e when the  token leaves the queue after serving a message.

T he time intervals between the  scan in stan ts  of a priority i  queue are the  

conditional effective service tim es T[ and  T"\  T/ is th e  effective service time during 

which the priority i queue under consideration does not transm it a  message, and 

T "  is the  effective service tim e during which the  p rio rity  i queue does transm it a 

m essage. The influence of all o ther queues on th e  queue length process in priority
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i  queue is completely expressed by those effective service tim es. The following 

im bedded M arkov chain solution is approxim ate since T(  and T "  are assumed to 

be independent and identically d istribu ted  (i.i.d.) variables.

T he following analysis gives the results for a particu la r priority  i queue, i = 1 

to K .  For a  priority 0 queue, Tq= T tq and therefore K uehn’s approxim ation holds 

true  [23].

A . I .  S t a t e  D is t r ib u t io n  a t  S c a n  I n s t a n t s

Let J  be the  num ber of waiting messages a t the scan instan t of a  priority i  

queue. T he stationary  d istribu tion  of J  for priority i queues becomes

pln =  P r [ J  =  n], n  =  0 , 1 ,2 , . . . ,  i — 1 , . . .  , K  (-^.l)

For brevity, the  superscrip t i specifying the priority  is om itted  in subsequent steps 

until Section A.3.

Because of the  memoryless property  of the arrival process, the  system  sta te  

of th e  considered queue forms an im bedded Markov chain a t the  discrete set of 

scan in stan ts  (renewal points). If <i , <21 - - • are the  successive scan instants, n k is 

the  s ta te  of the  system  a t t k- Then, by the  theorem  of to ta l probability, it can be 

w ritten  as
DO

P r[n fc+1 =  n] = ^  P r [n fc+i =  n \n h =  m] Pr[n* =  m] (A.2)
m= 0

[n = 0 , 1 , . . . ;  k  =  1 ,2 , . . . )

The transition  probability  Pr[nfc+i =  n\nk  =  0] is

POn =  P r[u fc+i =  n \n k = 0] =  f  ^ ~ — e~XitdT-{t),  (n >  0) (^4.3)
Jo n '
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Similarly, when =  m > 0, the tran s itio n  probability becomes

Pm n =  P r [ n f t + I  =  n \ n k  =  m ]

{
r  *(n-m+iy;1 e if m  >  0 ,»  >  m +  1; (A 4 )
0 otherwise.

Clearly, the  d istribu tion  of the num ber of messages found a t scan instan ts is dif

ferent for each k,  and  the dependence of this d istribu tion  on k diminishes as k 

increases. On the  basis of ergodic assum ption, it follows tha t lim /-_00 Prjn-fc =  

n] =  Pn should exist for the im bedded Markov chain if the  system is stable. The 

d istribu tion  {p™} is a statistical equilibrium  distribution; p n is the probability  th a t 

an a rb itrary  scan in stan t found n  m essages in the p rio rity  i queue th a t has been 

operating for a  sufficiently long period  of time.

From  (A  2) to  (A  A ), the s ta tio n ary  distribution of the num ber of waiting 

messages satisfies the  equation

n+1
Pn — PoPO n “b  ̂ P m P m ru  ^  — 1, 2, . . . (j4.5)

m = l

Together w ith the  norm alizing condition

oo
^ 2  Pn =  x (A 6)
Tl =  0

the  sta tionary  probabilities of sta te  a t  th e  scan instan ts are  completely determ ined 

by the  set of equations (A 3), (A 4), (A .5) and (A.6). T he  probability generating 

function of the  s ta te  distribution pn , (n  =  0 ,1 , . . . )  is

OO

G (x ) =  XI P"®"-
r*=0



www.manaraa.com

S ubstitu ting  (A .5) into (A .7),

oo oo n+  1
G[x)  — po ^  ] p0nX +  ^  ̂ y  " P m n P m

n=0 n = O m = l

Denotes the  double sum  in (A.8) by S  as

oo n+1
S  ~  £  XZ PmnP™xTt

n =  0 m = l

By reversing the  order of sum m ation  in (A.9),

oo oo
n

&  y   ̂ P m  y  /  P m n  
m  — 1 n  =  m — 1

oo oo
-  £  P m

m—1 1=0

where the  second equality in (A. 10) follows from  th e  su b s titu tio n  I = ? 

Hence, (A. 10) can be w ritten  as

m= 1 /—0
oo

= x  l [G{x) -  p0 \ ' Y ^ p lx l, b | < l , x # 0 .  
1=0

S u b stitu tin g  (A .11) into (A .8),

C O  OO

G{x)  =  Po £  p0nXn +  a r ^ G ^ x )  -  Po] £ p / x '  
n=0 i=0

T he first sum m ation  in th e  righ t hand  side of (A .12) is

O O  0 0 - 0 0

n = 0  n = 0 J °
r  CO

=  /  e - ^ d T ' i t )  
Jo

=  * '(* )
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(A.8)

(A.9)

(A .10) 

— m  +  1,

(A -ll)

(A .12)

(A.13)
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where z  =  Ai(l — t ) .  <&'(2:) is the Laplace-Stieltjes transform ation (LST) of the 

effective service time T[. Similarly, the second sum m ation in the  right hand side 

of (A ,12) becomes
OO

1=0

3>"(z) is the LST of the  effective service tim e T" .  Transposing (A.13) and (A. 14) 

into (A .12) and rearranging,

x $ ' ( z )  -  $ " { z )  ,  ,  ,

G(x) — po ^ (A .15)

Note th a t  G(x) is completely expressed by po and the LSTs of the two effective

service tim es. Using the  identity G (l) =  1, po is obtained from (A. 15) through

evaluation of lima;_i G(a:) by L’H ospital’s ru le

i _  I T "
po = ------ _ 1 _  (A.16)

1 -  Af. ( l V '  - T ! )

The expected num ber of waiting messages a t the  scan in stan t of a priority i queue 

follows from

7 = i G ^
3 = 1

This results in

J  -  Pox< w ' v  -  A -T " >  +  T^ I l  +  2  -  2 A ^ ' >  ( A I T )

2 - ( x - a.t ; ')2

A .2. S ta te  D is tr ib u tio n  at D ep a r tu re  In sta n ts

Let J "  be the num ber of waiting messages within the considered queue which 

are left behind by a departing  message of th a t  queue w ith d istribution

p ‘ =  P r [ J “ =  n), n  =  0 ,1 , . . .  (A .18)
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and generation function
CO

^ " ( s )  =  H p n * "  t"4' 19)n=0
The probability  p* can be expressed through the  probability of having m messages 

a t the scan in s tan t given th a t the  considered queue is not empty, p m/ ( l  — Po) j an^ 

the probability  of n — m +  1 new arrivals in th a t queue during the  subsequent 

transm ission tim e of one message. Hence,

_ r 00 / \  _ . w _ m + 1

r t  =  E  T ^ h r  /  e  »  =  0 , 1 , . . .  (A.20)1 -  Po Jo (« —m + l j !

where L i(0  is the  probability  density function (pdf) of message transm ission tim e. 

Substitu ting  (A .20) into (A. 19) and interchanging the order of sum m ation and 

integration,

«•<*> =  (i - P o )g ( j : l ~ P° * ^ >

where 3>l(z) is the  LST of Li  and  z =  A,(l — x).

Therefore, it follows for th e  expected num ber of messages a t the  departure 

instant:
. d , , ,
J - = T t G '(x) = —  --------1 +  A iLi  {A. 22)

1 = 1  *■ P°

J '  is also considered as the  expected num ber of messages which arrived during 

the  sojourn (w aiting+transm ission) tim e of the  departing message.

A .3. W aitin g  T im e A n a ly s is

Let Wi  be the  w aiting tim e which an a rb itra ry  message of th e  considered 

priority t queue has to  undergo w ith pdf W (t) and LST p \*  defined in
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Section A.2 can be alternatively considered as the  d istribution  of the  num ber of 

arriv ing message during the sojourn tim e D{ of the considered message. Since 

D{ =  Wi  +  Li  and since W{ and Li  are independent of each other, the  pdf of D{ 

is th e  convolution of VFi{£) and £*(£), symbolized by W{(t) ® Xt (£). Hence,

Pk" =  eXit^ r ~ d ( W i ( t )  ® Li( t)) ,  n  = 0 ,1 , . . .  (A.23)
Jo n-

A pplying (A .19) in (A .23), G^far) is determ ined as Gt'(x )  =  (z)&Li {z), where 

z =  A ,(l — re), which, with (A.21), results in

$w ,(s) =  1------------------* T ^ i „  (A .24)

w here ^J(s) and ^ ( - s )  are the m om ent generating functions of the  conditional 

effective service tim es T(  and T /', respectively.

From  (A.24), finally m ean w aiting tim e is determ ined as

T ' t  2  \  r p f / 2

= +  ---- _______  (A.25)
5 = 0  2 T(  2 ( 1  -  XiT?)

E quation  (A.25) reveals th a t the m ean waiting tim e depends basically on the first 

and  second m om ents of the conditional effective service times at each priority  level. 

R e m a r k  A . l :  Any m om ent of th e  waiting tim e can be determ ined by differenti

a ting  (A.24), i.e.,
J*

(A .26)
  d n

d$ra s  s = 0

provided th a t (s) is analytic in th e  neighborhood of $ =  0. T he n — th  m om ent 

given in (A.26) requires the  com putation  of the  first to  ( n + 1 )  — th  m om ents 

of th e  conditional token circulation tim es JV and T " .  These m om ents can be 

ob tained  (although it may be complex) by using the sim ilar procedure given in 

the  Proposition 3.1 and Proposition 3.2 of Section 3.2. ■
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S O L U T IO N  A P P R O A C H  F O R  T H E  O P T IM IZ A T IO N  P R O B L E M

In C hapter 6, the objective and constrain t equations for the optim al design of 

ICCS networks have been form ulated. This appendix presents a solution approach 

for th e  optim ization problem . Since the  objective function and the constrain t equa

tions are nonlinear, nonlinear program m ing offers a  solution for th is optim ization 

problem . The optim ization problem  given in C hapter 6 can be expressed as a 

typical nonlinear program m ing problem:

M inimize / ( x )

Subject to ffi(x) < 0 ,  i  =  1 , . . . ,  m

where x  € R n is the  vector of n  design variables, /  and {</t} are the  

constrain t functions, and m  is the num ber of constrain t functions.

A lm ost all the  nonlinear program m ing problem s are based on 

philosophy: Let Xjt be the  design a t the  cu rren t k  — th  iteration, 

design xjt+ i is found from  the expression

X jc+ i  =  Xfc +  CKfcPfe ( £ . 2 )

w here a* is a step size param eter and is a direction vector. T he procedure is 

continued until the optim ality  conditions are satisfied.

( £ . 1) 

objective and

the following 

T hen, a  new
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In the optim ization problem  of priority  scheme given in C hapter 6, constraint 

functions are average d a ta  latencies of priority i ( i= 0  to  K ) classes. As described 

in C hapter 5, average d a ta  latency of the  priority i class suddenly changes when

ever the design variables TR T k  (fc—1 to  K ) is set ju s t  beyond a possible token 

circulation tim e. Therefore, the constrain t function (average d a ta  latency of the 

priority  i class) is form ulated as a com bination of step functions w ith respect to  the 

design variables (TR Tk ,  k = l  to K ) .  P rim al m ethods such as recursive quadratic 

program m ing and gradient projection m ethods [45] cannot be used because these 

algorithm s require com putation of g radient vectors of th e  objective and  constraint 

functions.

Transform ation m ethods such as penalty function, barrier function [45] and 

m ultiplier m ethods [44] solve the constrain t optim ization problem  given in (.0.1) 

by transform ing it into one or more unconstrained optim ization problem s. These 

unconstrained optim ization problems are solved by using the m ulti-dim ensional 

search m ethods such as cyclic coordinate and Hook-Jeeve m ethods [45], which do 

no t use derivatives.

In the penalty  function m ethod, a penalty term  is added to  th e  objective 

function for any violation of the constrain ts. This m ethod generates a  sequence of 

infeasible points whose lim it is an optim al solution to  the  original problem  [45]. 

In the  barrier function m ethod, a barrier term  th a t prevents the points generated 

from  leaving the  feasible region is added to the objective function. The m ethod 

generates a sequence of feasible points whose lim it is an optim al solution to  the
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original problem  [45]. The transform ation function is expressed as [45]

^ ( x ,r )  =  / ( x )  +P( f f ( x ) , r )  (£ .3 )

where r  is a  controlling param eter and P  is a real-valued function whose action of 

im posing the penalty  is controlled by r.

A draw back of these m ethods is th a t they may cause com putational difficul

ties especially if r is large [44]. W hen r is large, the  penalty  and barrier functions 

tend  to  be ill-behaved near the boundary of the constrain t where the  optim um  

point usually lies. To alleviate these com putational difficulties, multiplier methods

[44] have been developed. In m ultiplier m ethods, there is no need for the  control

ling param eter r  to  go infinity. As a result, the transform ation function ^ ( x ,r )  

has good conditioning w ithout singularities. Furtherm ore, m ultiplier m ethods are 

globally convergent and have been proved to  process faster rates of convergence 

th an  penalty  function or barrier function m ethods [44].

In this thesis, m ultip lier m ethod is used to  transform  the constrained opti

m ization problem  given in C hapter 6 to  unconstrained optim ization problem . The 

penalty  function P  in {B.3) is form ulated as follows [46];

m
P (g (x ) , r ,8 )  =  l / 2 j ^ r » [ ( f f ( x ) + 0 i ) + ]2 (J5.4)

t= i

where

( f f ( x )  4 -  0 i ) +  =  m a x [ 0 ,  ( p ( x )  +  0 t*)] ( 5 - 5 )

and Ti and 0, are the  controlling param eters associated w ith the * — th  constrain t. 

The unconstrained optim ization problem  is solved by using the Hook-Jeeve m ethod
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[45] which is one of the  m ulti-dim ensional search m ethods th a t do not require 

derivatives. An algorithm  for the m ethod of Hook-Jeeve using line search is given 

in the  following:

I n i t ia l iz a t io n  S te p : Let d i , dn be the coordinate directions. Choose a scalar 

e > 0 to be used in term inating  the algorithm . Choose starting  point x j ,  let 

y i  =  x i ,  let k  =  j  = 1, and go to  m ain step.

M a in  S te p :

1. Let Ay be an optim al solution to  th e  problem  to m inim ize /(yy  +  Ady) subject 

to  A G Ei ,  and let yy+i =  yy +  A y dy .  If j  < n, replace j  by j  + 1,  and 

repeat step 1. Otherwise, if j  =  n,  let x /.+ i = y rt+], If |jxfc+I — Xfe|| <  e , stop; 

otherwise, go to step 2.

2. Let d  =  Xfc-f i — Xfc, and let A“ be an  optim al solution to the problem  to 

minimize f{xk+  i +  Ad) subject to  A €  E \ .  Let y i  =  x ^+ i -!- A"d, let j  = 1, 

replace k  by k  4- 1, and repeat step  1.
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V I T A

S e u n g  H o H ong

I w as b o rn  o n  M ay  31, 1956, in  S eo u l, K o re a . 1 e a rn e d  a  B .S . d eg ree  in  M e

c h a n ic a l E n g in e e rin g  a t  Y onsei U n iv e rs ity  in  1982 a n d  a n  M .S . d eg ree  in  M e ch a n 

ical E n g in ee rin g  a t  T h e  T exas T ech  U n iv e rs ity  in  1985. T h e  M .S . th e s is  re sea rch  

w as d ire c te d  a t  a n a ly z in g  d y n am ic  b e h a v io r  o f fo u r -b a r  m e c h a n ic a l lin k ag e  w h ich  is 

flex ib ly  su p p o r te d  a n d  sp r in g -c o n s tra in e d . T h e  th e s is  t i t l e  w as “D y n a m ic  A n a ly 

sis o f S p r in g -C o n s tra in e d  a n d  F le x ib ly  S u p p o r te d  F o u r-B a r  M e ch a n ica l L in k ag e .” 

D u rin g  th e  M a s te r  p ro g ra m  I w o rk ed  as a  te a c h in g  a s s is ta n t  fo r th e  c o u rse  of 

N u m e ric a l A nalysis  in  M ech an ica l E n g in e e r in g .

I e a rn e d  a  P h .D . d e g re e  in M e c h a n ic a l E n g in e e r in g  a t  T h e  P e n n sy lv a n ia  S ta te  

U n iv e rs ity . M y re se a rc h  a re as  d u r in g  th e  P h .D . p ro g ra m  involved  p e rfo rm a n c e  

a n a ly s is  a n d  o p tim iz a tio n  o f c o m p u te r  n e tw o rk  sy s te m s , s im u la tio n  o f  c o m p u te r  

n e tw o rk  p e rfo rm a n c e  a n d  in v e s tig a tio n  o f  th e  effect o f n e tw o rk -in d u c e d  delay  on 

th e  c o n tro l sy s te m s . M y  th es is  re s e a rc h  w as d ire c te d  a t  deve lop ing  an  a n a ly ti

cal m o d e l w hich  e v a lu a te s  th e  p e r fo rm a n c e  o f th e  p r io r i ty  schem e in  to k en  b u s  

p ro to c o ls . D u rin g  th e  P h .D . p ro g ra m  I w orked  as a  re se a rc h  a s s is ta n t .  T h e  re 

se a rc h  a re a  in c lu d ed  p e rfo rm a n c e  a n a ly s is  a n d  s im u la tio n  o f n e tw o rk  p ro to co ls  

a n d  c o n tro l sy s te m s  in  th e  a d v an c ed  a ir c r a f t  ( s u p p o r te d  b y  B e n d ix  F l ig h t  Sys

te m s  D iv ision ).


